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The purpose of the current investigation was to demonstrate the utility of the Avrami relationships and a
global fitting procedure by applying it to precipitation hardened (PH) 13-8+Mo stainless steel (SS) hardness
datasets taken from literature and calculating overall activation energies (QO) and growth constants (k1 and
n¢) for precipitation in this system. Additionally, this work evaluated assumptions concerning the signifi-
cance of heat treatment hold times relative to heating and cooling cycles for short, welding-like, heat
treatments using an additivity rule-based model. Data from four sources were evaluated using the global
fitting procedure. These sources incorporated a significant range of PH 13-8+Mo SS chemical compositions,
included both cast and wrought material, several solution treatment conditions, and a range of aging
procedures. The method was applied to each dataset individually as well as all datasets combined and
activation energies and growth constants were determined. All fits produced using this technique provided
reasonable 1:1 correlations between measured and calculated hardness values. Application of this method
to individual datasets produced k1 values between 1.7e3 sec–n¢ and 2.0e5sec–n¢, n¢ values between 0.40 and
0.57, and QO values between 150 kJ/mol and 199 kJ/mol. Application of this method to all the datasets
combined produced k1, n¢, and QO values of 8.7e4 sec–n¢, 0.38, and 234 kJ/mol, respectively. All values were
in good agreement with values from literature for either lattice diffusion or dislocation pipe diffusion of the
precipitating elements in PH 13-8+Mo SS. Further characterization is required to determine whether these
values represent a fundamental significance. However, it was demonstrated that the global fitting procedure
provides a reasonable and practical approximation of the hardening behavior for numerous PH 13-8+Mo
SS datasets that have been exposed to a range of processing and heat treatment conditions.

Keywords Avrami, heat treatment, maraging, PH 13-8+Mo,
precipitation kinetics, stainless steel

1. Introduction

Precipitation hardened (PH) 13-8+Mo stainless steel (SS) is
a corrosion resistant martensitic stainless steel with high
strength, moderate ductility, and low anisotropy making it
ideal for applications in the military and aerospace industry.
This alloy is strengthened during aging heat treatment by the
formation of fine intermetallic b-NiAl precipitates. These
precipitates form in the temperature range of 400�C to
600�C, are on the order of 2-3 nm in size, and are highly
coherent with the martensitic matrix (Ref 1-5). Due to the small
size, high coherency, and dislocation density in the martensitic
matrix, these particles can be difficult to characterize, even if
high-resolution transmission electron microscopy (TEM) is
applied (Ref 2, 3). However, the low carbon content in PH 13-

8+Mo SS results in a relatively ductile martensite and minimal
carbide formation; thus, the strength in this alloy is primarily
derived from the precipitate evolution. Therefore, the behavior
and extent of precipitation is often interpreted by measuring
mechanical properties such as hardness (Ref 4-7). In the current
investigation the precipitation behavior in PH 13-8+Mo SS was
evaluated using various hardness datasets in combination with
classical precipitation kinetics relationships and a simple global
fitting procedure.

Precipitation kinetics are often evaluated in PH stainless
steels using the impinged volume Avrami relationship (Ref 4,
8-10):

x ¼ 1� exp �ktnð Þ ðEq 1Þ

For which x is the fraction transformed, t is time and k and n are
constants. In work performed by Robino et al. Ref 4 a
relationship between hardness and volume fraction of precip-
itates was derived using hardening considerations, was com-
bined with Eq (1), and was then applied to 13-8+Mo hardness
data (Ref 4, 8-12):

H1:5
t � H1:5

0

H1:5
F � H1:5

0

/ x ¼ 1� exp �ktnð Þ ðEq 2Þ

In Eq (2), Ht is the hardness after some time at a given
temperature, H0 is the solution treated hardness, and HF is the
peak aged hardness. This relationship was applied in combi-
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nation with the Arrhenius rate equation, Eq (3), to determine
the apparent activation energy (Q) and the time exponent (n),
for precipitation in this system (4).

1

t
¼ k0 exp � Q

RT

� �
ðEq 3Þ

In Eq (3), 1/t is the reciprocal of the time to reach a certain
fraction transformed (and is an apparent rate to that fraction
transformed), k0 is a constant, Q is the apparent activation
energy, R is the ideal gas constant and T is the absolute
temperature (Ref 4, 7, 13, 14). Relationships similar to Eq (2)
have been used to relate property measurements to precipitation
behavior using this type of conventional Avrami-Arrhenius
analysis and to determine values of Q and n for precipitation in
various systems (Ref 4, 7, 13, 14). This information is useful
for comparative purposes; however, practical application of
these relationships to interpret precipitate evolution is difficult.
The difficulty arises because these calculations depend on
activation energies determined from apparent rates (1/t), which
are determined for a specific fraction transformed. In reality the
rates are constantly changing in a sigmoidal manner. Addition-
ally, the fitting required for these calculations (i.e., plots of
ln(ln(1/1-x)) versus ln(t) for various temperatures) often
depends on a very limited number of data points for each
temperature. This is due to the difficulty in obtaining property
measurements within the short timescales required for precip-
itation at some temperatures in these systems. Thus, significant
variability is observed when determining Q and n. Furthermore,
averages of these values are typically applied, and can result in
poor predictions (Ref 4, 7, 13, 14). In response to this, a more
recent investigation performed by Hamlin et al. Ref 7 assessed
the precipitation behavior in PH stainless steels 17-4 PH and
PH 13-8+Mo using the Avrami-Arrhenius analysis in combi-
nation with a global fitting procedure, which allowed for
analysis of all the hardening data at each temperature up to peak
hardening simultaneously.

The previous investigation performed by Hamlin et al. Ref 7
evaluated two significantly different materials (PH 13-8+Mo SS
and PH 17-4 SS) and demonstrated this method was applicable
to both systems; however, because precipitate kinetics can be
highly sensitive to changes in composition and processing
methods, the focus of the current investigation is to evaluate the
impact of these variations within one material system to
demonstrate the effectiveness of this tool to capture the impact
of these variations. Therefore, in the current investigation the
global fitting procedure is applied to PH 13-8+Mo SS
hardening data taken from various sources (Ref 2, 3, 7, 15).
The data from these sources represent a wide range of material
conditions (cast, forged, rolled), solution treatments, aging
procedures (times ranging from 1 second to 16 hours and
temperatures from 400�C to 625�C), and different concentra-
tions of the precipitating elements. The fitting was applied to
each dataset individually as well as the combined data to
determine Avrami constants and activation energies. An
additional goal of the current work is to test assumptions made
in the previous investigation (Ref 7) concerning the signifi-
cance of heat treatment hold times relative to heating and
cooling cycles for short, welding-like, thermal cycles (i.e.,
isothermal versus non-isothermal heat treatments). A final goal
is to further demonstrate the applicability of simple spread-
sheet-based kinetic models for use in practical engineering
assessments and heat treatment guides.

2. Materials and Methods

To apply the global fitting procedure described above, it is
assumed that nucleation site saturation has occurred. This
allows for the use of a simplified temperature dependence of k
in the Avrami relationship. The assumption of site saturation is
considered reasonable for this system based on its relatively
rapid hardening, which indicates a negligible incubation period
for precipitation and is further supported by the reasonable
estimations that have been made using this assumption (Ref 4,
6, 7, 13, 14). Using this assumption, the temperature depen-
dence of k is given by Christian Ref 16 in molar terms as:

dlnk

d 1
T

� � ¼ n0Q0

R
ðEq 4Þ

where n¢ represents the value of n following nucleation
saturation, and Q¢ is the activation energy associated with
growth. In order to apply this relationship to a large set of
experimental data simultaneously, an ‘‘overall’’ activation
energy term, QO, was distinguished and used with Eq (4) to
yield the integral expression for the temperature dependence of
k, which is taken as:

k ¼ k1 exp
�n0Qo

RT

� �
ðEq 5Þ

where k1 is a pre-exponential constant that differs from the
Avrami k. Eq (5) can then be combined with Eq (1) using the
same assumption of site saturation so that n = n¢ in both
expressions, which yields:

x ¼ 1� exp �k1 exp
�n0Qo

RT

� �� �
tn

0
� �� �

ðEq 6Þ

As described by Hamlin et al. Ref 7, Eq (6) can be used in
conjunction with Eq (2) to determine k1, QO, and n¢ using the
least squares method and simultaneous iterative fitting of the
three parameters using a spreadsheet solver routine. In the
current investigation this method is applied to various PH 13-
8+Mo SS datasets.

PH-13-8+Mo SS data from four sources were evaluated in
this investigation. The reported chemical compositions for each
dataset are shown in Table 1. These sources, along with the
various material and thermal histories associated with each
study, are shown in Table 2. Taken together, these studies
incorporated a significant range of PH 13-8+Mo SS chemical
compositions, included both cast and wrought material, several
solution treatment conditions, and a range of aging procedures.
Where required, the hardness reported in these studies was
converted to Vickers hardness (HV) by using standard conver-
sion tables (Ref 17).

3. Results and Discussion

3.1 Fits to Individual Data Sets

Using the global fitting method described by Hamlin et al.
Ref 7 and summarized above, the hardness data from each of
the four studies were initially fit on a study-by-study basis. That
is, k1, QO and n¢ were determined independently for data from
each of the four sources. This analysis was performed
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previously on the data from Robino et al. Ref 3 by Hamlin et al.
Ref 7; however, this method is applied for the first time here to
the data from Seetharaman et al. Ref 2 and Asayama Ref 15.
Additionally, the fits for the Hamlin et al. Ref 7 data are
different than those given in that reference. This is due to the
fact that additional 900�C and 1200�C primary thermal cycle
(PTC) data (Ref 18) are included here and were not incorpo-
rated in the fits in Reference 7. These fits are shown in Fig. 1, 2,
3 and 4 and include both the fraction transformed fits and the
hardness estimates resulting from those fits. Additionally,
examples of age hardening curves generated using the param-
eters are shown in Fig. 1(c) and 2(c). The fitted parameters k1,
QO and n¢ in Eq (6) for each of these fits are shown in
figures and are summarized in Table 3.

For the fitting, the measured hardness values were first
converted to fraction transformed using Eq (2). This approx-
imation requires assignment of the initial and peak hardness, H0

and HF for each of the data sets. For these fits, the H0 values
were based on either the reported solution treated hardness or
were estimated based on the minimum hardness reported for the
lowest aging temperature and shortest time. HF values were
based on the peak hardness observed in each of the data sets.
Overaged data from each source were not included in the fits
since it must be treated separately by using an overaging model
such as that described in Ref 19.

Fitting of the fraction transformed for each data set was
accomplished in an Excel� spreadsheet by simultaneously
varying the three parameters (k1, QO, and n¢) using an iterative
method embodied in the ‘‘Solver’’ subroutine. For these fits, the
least squares method was used to minimize the residual
difference between the measured and calculated fractions
transformed. Following this minimization, the calculated frac-
tions transformed were converted back to hardness using Eq
(2). The Excel Solver settings were Generalized Reduced
Gradient Nonlinear, central derivatives, with 1E-20 conver-
gence and constraint precision. The fits were generally seeded
with values obtained in Reference 7 and typically converged to
a solution in a few seconds. Solutions were generally unique,
and insensitive to the seeded values. However, the exception to
this was the Asayama Ref 15 data which was somewhat
sensitive to the seed values, and essentially equivalent fits (in
terms of both R2 and 1:1 correspondence) could be obtained

over a range of k1, QO and n¢ combinations. This range of
parameter value combinations was generally similar to the
range of values in Table 3, and the reduced sensitivity is
thought to be due to the comparatively small number of data
points in the Asayama Ref 15 dataset.

One assumption required to derive these parameters is that
heat treatments are isothermal in nature and there is no
hardening during heating and cooling. This could be viewed as
problematic for the data obtained by Hamlin et al. Ref 7 since
the heating and cooling portions of the thermal cycles used in
their investigation were larger percentages of the overall
thermal cycles. However, the parameters obtained using that
data were comparable to the other parameters in Table 3, which
suggests this assumption is reasonable for both long and short
timescales. This assumption is evaluated in more detail using an
additivity rule (Ref 16) based model in a subsequent section of
this discussion.

The fits for each of the individual data sources are quite
good, and result in acceptable 1:1 correlations. This informa-
tion can be used to generate plots similar to Fig. 1(c) and 2(c)
which show age hardening curves created using these param-
eters and also include the measured hardness data for compar-
ison. Further, the generally good correlations for each of the
materials imply that, for any given heat lot and application, a
simple set of parameters can be developed to either define
alternative heat treating conditions, or to ‘‘fine tune’’ standard
PH 13-8+Mo SS heat treating conditions toward specific
properties. Upon receipt of a new heat lot of material, a few
selected aging trials over a range of time and temperature
should be sufficient for reliable fitting. Note that, for a small
data set some sensitivity to the seed parameters, such as that
discussed above for the Asayama Ref 15 data, may be
encountered. This should not limit the utility of the fits
provided good correlations are obtained, and the seed param-
eters (especially n¢ and QO) are selected from within the range
shown in Table 3 or are based on the parameters from the
combined fitting discussed in the next section. In any case, the
parameters developed from the aging trials can then be used to
identify the heat treating characteristics and response of that
heat and can then be used to define alternative heat treating
conditions, or to ‘‘fine tune’’ standard heat treatments. Stated
differently, from a practical standpoint this simple fitting

Table 1 Chemical compositions of PH 13-8+Mo SS reported for each dataset. All values in weight percent

Element Hochanadel et al. Ref 3, Robino et al. Ref 4 Seetharaman et al. Ref 2 Hamlin et al. Ref 7 Asayama Ref 15

Fe Bal. Bal. Bal. Bal.
Cr 12.58 12.63 12.58 12.45
Ni 8.06 8.21 8.19 8.06
Mo 2.15 2.45 2.12 2.22
Al 1.06 0.8 1.04 1.08
C 0.027 0.04 0.04 0.036
Si 0.06 0.35 0.08 0.08
Cu 0.03 . . .
Co 0.01 . . .
Mn 0.01 0.45 0.04 0.04
Ti 0.01 . . .
P 0.005 0.05 0.005 0.010
S 0.001 0.03 0.001 0.005
N 0.002 . 0.002 .
O 0.0025 . . .
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provides a useful formalism for the practicing engineer to
assess heat treatment response using readily available desktop
software and straightforward analyses. It is important to
reiterate that the parameters in Table 3 do not apply to heat
treatments in the overaging regime. It is also important to note
that this method is not intended to preclude the development or
use of, where available, more rigorous treatments of precipi-
tation and hardening kinetics (see for example Ref 20 and 21).

The variability of the parameters in Table 3 is potentially
due to the differences in processing conditions, thermal
histories, and compositions for each material. These differ-
ences, which are summarized in Table 2, likely resulted in
various grain sizes, dislocations densities, retained austenite
contents, and carbide contents. Finer grain sizes, higher
dislocation densities, lower retained austenite contents, and
increased carbide contents could all contribute to higher
hardness values and potentially affect the solution treated and
peak aged hardness of each material (Ref 3, 12, 22).
Additionally, reactions such as tempering (reduction in dislo-
cations density), austenite reversion, and carbide formation are
expected to some extent at the aging temperatures used in these

investigations. As each of these reactions can influence the
hardness and possess their own activation energy, they may
contribute to the apparent activation energies calculated here.
However, it should be noted that these competing reactions
have been evaluated in other investigations and are thought to
be minimal (Ref 3, 7). Hochanadel et al. (3) evaluated PH 13-
8+Mo SS samples subjected to aging heat treatments using
TEM. In their investigation they found negligible carbide
formation and minimal reduction in dislocation density at the
aging times and temperatures used in the current investigation
(Ref 3). Furthermore, in the work performed by Hamlin et al.
Ref 7 on PH 13-8+Mo SS, austenite formation during
precipitation treatments was evaluated using XRD and found
to have minimal impact on mechanical properties. The theory
that competing reactions have minimal effect on the apparent
activation energies calculated here is further supported by the
comparable values calculated in Table 3. It should also be noted
that supersaturation is one of the major driving forces for
precipitation (Ref 23, 24). Therefore, variations in Al and Ni
content may also impact the nucleation and growth rates

Fig. 1 Comparison of measured versus calculated (a) fraction transformed and (b) hardness for k1, QO and n¢ fits to the Robino et al. Ref 4
data. The solid line is a linear fit to data and the dashed line is the 1:1 correlation line. (c) Original data and age hardening curves for the kinetic
parameters shown in (a) and (b)

4704—Volume 30(6) June 2021 Journal of Materials Engineering and Performance



Fig. 2 Comparison of measured versus calculated (a) fraction transformed and (b) hardness for k1, QO and n¢ fits to the Hamlin et al. Ref 7
data. The solid line is a linear fit to data and the dashed line is the 1:1 correlation line. (c) Original data and age hardening curves for the kinetic
parameters shown in (a) and (b)

Fig. 3 Comparison of measured versus calculated (a) fraction transformed and (b) hardness for k1, QO and n¢ fits to the Seetharaman et al. Ref
2 data. The solid line is a linear fit to data and the dashed line is the 1:1 correlation line
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observed in each system. Further discussion of this is provided
below.

3.2 Fits to Combined Data Sets

Despite the variation in k1, the QO and n¢ values in Table 3
are reasonably consistent. This suggests that combined fitting of
all the available data might be feasible, and this was attempted
as part of this study to further evaluate the utility of this
method. The individual H0 and HF values for each heat shown
in Table 3 were retained for this fitting. The results of the fitting
are shown in Fig. 5, and the fitted parameter values are n¢ =
0.3813, QO = 234,236 J/mole, and k1 = 87,131 sec – 0.3813. In
contrast to what might intuitively be expected, the values for n¢
and QO do not fall within the range of the corresponding values
that were determined from the individual fits (see Table 3). This
is likely because the parameters were determined simultane-
ously rather than individually, and the fitting method is
attempting to describe all the data from the four studies with
a single set of parameters. However, as discussed further in the
next section, it is important to note that the transformation rates
calculated using the combined fit parameters generally fall
within the range of transformation rates determined for the
individual parameter fits.

Interestingly, the apparent activation energy value from the
combined data fitting is higher than in any of the individual fits
and is closer to that which might be expected on a theoretical
basis. The activation energy for lattice diffusion of Al and Ni
(the precipitating species) are 235 kJ/mole (56 kcal/mole) and

246 kJ/mole (59 kcal/mole), respectively, in a-Fe (25). As
mentioned previously, the benefit of using the global fitting
technique and evaluating all the data simultaneously is that a
single set of parameters can be obtained for a given dataset
consisting of multiple time and temperature exposures. This
differs from the more conventional method of determining a
different set of parameters for each aging temperature, using a
limited number of data points, and then averaging the
parameters. Moreover, the work performed by Hamlin et al.
Ref 7 demonstrated that the parameters obtained using the
global fitting procedure more accurately represented the
hardening behavior in PH 13-8+Mo SS relative to the
conventional method. Therefore, it is conceivable that by
combining the datasets and further increasing the sample size,
as shown in Fig. 5, the parameters begin to approach more
fundamentally significant values for b-NiAl precipitation in PH
13-8+Mo SS. However, it is uncertain whether precipitation in
PH 13-8+Mo SS and similar materials should be compared to
theoretical activation energies for lattice diffusion of precipi-
tating elements. Previous investigations have reported activa-
tion energies in the range of 100-150 kJ/mol for PH 13-8+Mo
SS and similar materials, which were more consistent with the
activation energy associated with enhanced dislocation pipe
diffusion (Ref 4, 7, 13). In these investigations the lower
activation energies were considered reasonable due to the high
dislocation densities of the subject materials. Thus, relating
apparent activation energies that are calculated in this manner
to a physical phenomenon such as diffusion rates of an
elemental species can be difficult (Ref 25). This is further

Fig. 4 Comparison of measured versus calculated (a) fraction transformed and (b) hardness for k1, QO and n¢ fits to the Asayama Ref 1 data.
The solid line is a linear fit to data and the dashed line is the 1:1 correlation line

Table 3 Constants and fit parameters for individual fits for the four data sources

Source H0, HV HF, HV k1, sec
–n¢ QO, J/mole n¢

Robino et al. Ref 4 310 446 2,896 149,656 0.4582
Hamlin et al. Ref 7 346 (all PTC) 497 (all PTC) 1,764 157,952 0.4032
Seetharaman et al. Ref 2 365 (900�C ST)

330 (1100�C ST)
512 (900�C ST)
330 (1100�C ST)

48,941 171,802 0.5738

Asayama Ref 15 330 480 123,927 198,542 0.4658
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illustrated by the work of Berkenpas et al. (Ref 26) which
evaluated precipitation kinetics using similar methods. They
concluded that these calculations are inaccurate when they
depend on both mobility and driving force which each have
their own activation energies. Furthermore, Starink (Ref 27)
demonstrated that the apparent activation energy calculated
using these techniques will vary with temperature and fraction
transformed, when in reality the activation energy for a given
process should be temperature independent. Therefore, even if
the apparent activation energies appear reasonable, it is difficult
to assign any fundamental significance to the values. However,
as mentioned previously, the focus of the current investigation
is not to develop a fundamental relationship for precipitation
kinetics, but to provide a practical tool for interpreting the
hardening behavior in PH 13-8+Mo SS. Furthermore, though
these relationships may not directly represent a fundamental
physical phenomenon, they can be used in combination with

various characterization techniques to elucidate a more funda-
mental understanding of the kinetics in these systems.

In addition to evaluating the apparent activation energies,
similar investigations have also attempted to relate the calcu-
lated n¢ values to precipitate growth habit (Ref 4, 7, 14, 16).
The calculated values for n¢ in Table 3 and Fig. 5 ranged from
0.38 to 0.57. General guidance for n¢ given by Christian (Ref
16) is that values of 1/2 are typical for thickening of large
plates, whereas 2/3 would be representative of the early stages
of precipitation on dislocations. The values obtained here are
slightly lower than expected for precipitation in PH 13-8+Mo
SS which is believed to occur on dislocations (Ref 4). This
discrepancy could be a consequence of using the global fitting
procedure which determines the parameters based on data over
the whole hardening range simultaneously, and thereby
accounts for the entire range of fraction transformed values
rather than just the early stages. Furthermore, as with activation

Fig. 5 Comparison of measured versus calculated (a) fraction transformed and (b) hardness for k1, QO and n¢ fits to the four data sets of
Table 1. The solid line is a linear fit to data and the dashed line is the 1:1 correlation line
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energy, n¢ is theoretically temperature independent, but has
been observed to vary with temperature when calculated using
indirect techniques such as hardness measurements (Ref 4, 7,
14). Therefore, the difference between the calculated and
theoretical values could potentially be explained by the
limitations of using indirect measurement techniques to esti-
mate precipitation behavior. Regardless of whether the n¢
values determined here match well with theoretical values, they
are in good agreement with those determined in other
investigations which have used similar analysis methods on
similar material systems (Ref 4, 7, 14). However, as stated
previously, the focus of this investigation was not to relate these
parameters to a fundamental mechanism of precipitation, but to
develop a practical tool for evaluating the hardening behavior
for a range PH 13-8+Mo SS samples. Although there is
significant scatter, the 1:1 prediction lines observed in Fig. 5 are
quite reasonable considering the wide range of chemical
composition and processing conditions embodied in the four
data sources. This implies that, in the absence of any specific
heat lot information where more direct fits for the material of
interest can be obtained (as described in the previous section),
first-order estimates for non-standard heat treatments or heat
treatment ‘‘fine tuning’’ should be reasonable using the fit
parameters from the combined data sets.

3.3 Data Source to Data Source Variation

As mentioned previously, the All Data parameters did not fit
entirely within the range of the parameters determined for each
individual dataset (Table 3). This is because the parameters are
not determined individually or by using an average, but rather
by finding a best fit to the combined data sets. Therefore, rather
than comparing individual values for each parameter, it is
perhaps more appropriate to compare the various fits by using
them (with Eq (6)) to calculate the time dependence of the
fraction transformed. Plots of estimated fraction transformed as
a function of time were constructed for various temperatures
using the kinetic parameters obtained in the two previous
sections. Examples of these plots for early times (shown in
linear time) and long times (shown in log-time) for aging at
510�C are shown in Fig. 6. The plots in Fig. 6 indicate the rates
are comparable for each dataset, with the exception of the
precipitation kinetics reported by Seetharaman et al. Ref 2
which are considerably more sluggish. Observation of Table 2
indicates that the material evaluated in that work had signif-
icantly lower Al content than that of the other three studies. As
mentioned previously, the lower Al content would result in a
decreased level of supersaturation which is a driving force for
precipitation and could potentially explain the sluggish kinetics
observed in this dataset (Ref 23, 24). Supersaturation depends
on concentration as well as the solubility limit of the matrix
phase in which precipitation is occurring. In work performed by
Hamlin and DuPont Ref 6 the solubility limit of Al in PH 13-
8+Mo SS was calculated using ThermoCalc thermodynamic
modeling software over the temperature ranges in which
precipitation occurs in this alloy. It was apparent from their
findings that increasing the Al concentration would not only
increase the level of supersaturation at any given temperature in
the aging regime, but would also increase the temperature range
in which supersaturation existed and precipitation could occur
(Ref 6).

Derivation of Eq (6) requires the assumption that nucleation
site saturation has been achieved, and that only precipitate

growth is associated with the hardening in the fitted data. This
assumption is often considered reasonable in PH 13-8+Mo SS
and similar systems based on the rapid rate of precipitation
observed in these materials and is further supported by the
reasonable estimations that have been made using this assump-
tion (Ref 4, 6, 7, 13, 14). However, it is important to note that
the indirect measurement technique applied in the current
investigation cannot distinguish between the nucleation and
growth regime of a precipitation reaction such as b-NiAl
formation in PH 13-8+Mo SS. Nucleation rate is extremely
sensitive to supersaturation (Ref 28). Thus, the decreased
supersaturation in the Seetharaman et al. Ref 2 samples may
have precluded site saturation. This would necessitate nucle-
ation to occur during these experiments thereby decreasing the
apparent growth rate. However, more in-depth characterization
would be required to validate this.

In general, the rates and overall progress of the transforma-
tion determined using the All Data parameters, shown in Fig. 6,
fall within the range determined for the individual data sets.
However, this is not true at very short and very long times and
is likely a consequence of the significantly slower kinetics
observed in the Seetharaman et al. Ref 2 data. The slow kinetics
of this dataset make it more difficult to obtain a global fit for the
combined datasets, which decreases the R2 value and forces an
adjustment of the All Data parameters to compensate for the
outlying data. This results in a ‘‘flattening’’ of the sigmoid
associated with the All Data fit in comparison to the individual
fits. Other possible contributions to this discrepancy include the
fact that the Hamlin et al. Ref 7 data were determined using
short times, whereas the other datasets were primarily deter-
mined at long times. Therefore, the rates determined above for
individual datasets essentially require extrapolation at either
short or long times. Nevertheless, regardless of this minor
discrepancy, the All Data parameters provide a reasonable
approximation of the transformation rate that is comparable to
the rates determined for individual datasets.

3.4 Testing of Isothermal Assumptions for Hamlin et al. Ref
7 Data

In the prior work, an implicit assumption is that the fitted
heat treatments are isothermal in nature. It is acknowledged that
some amount of precipitation may occur during heating and
cooling; however, for the majority of the four sources, the
assumption is considered reasonable since the aging heat
treatments were primarily on the order of 1 hour or longer. For
the data from Hamlin et al. Ref 7, the aging heat treatments
were conducted on a Gleeble for hold times as short as 1 sec.
As a result, it is conceivable that the heat up and cool down
times associated with those exposures may have contributed
appreciably to the aging and were not accurately captured by
the isothermal fitting. Therefore, the impact of the heating and
cooling portions of these heat treatments were evaluated as part
of the current investigation.

The simplest and most direct way to assess the contribution
of the heat up and cooling times is to compare the effectively
isothermal predictions from the (isothermal) Arrhenius/Avrami
(AA) analysis above with predictions made by using a non-
isothermal model with the same kinetic parameters. In the
present work, this was accomplished by using an additivity rule
(Ref 16) based model. The development of this model is similar
to that discussed for overaging in Reference 18 and is referred
to here as Arrhenius/Avrami/Additivity (AAA) analysis.
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The additivity rule as expressed by Christian Ref 16 is:

r
t

0

dt

ta Tð Þ ¼ 1 ðEq 7Þ

where ta(T) is the isothermal time to reach a given fraction
transformed and t is the time to that fraction transformed for the
non-isothermal reaction. In terms of discrete time/temperature
steps:

Xt

0

Dt
ta Tð Þ ¼ 1 ðEq 8Þ

Solving for t in Eq (6) yields:

t ¼ ta Tð Þ ¼ ln 1� xð Þ
�k1exp

�n0QO

RT

� �
2
4

3
5
1=n0

ðEq 9Þ

or, in terms of hardness, substituting for the fraction
transformed, x, from Eq (2):

ta Tð Þ ¼
ln 1� H1:5

t �H1:5
0

H1:5
F �H1:5

0

� �

�k1exp
�n0QO

RT

� �
2
4

3
5
1=n0

ðEq 10Þ

In keeping with the goal of identifying simple spreadsheet-
based methods for routine desktop analysis, Eq (8) can readily be
solved by using a goal seeking tool in any spreadsheet
application. For example, a matrix similar to that shown in
Table 4 can be constructed by dividing the thermal cycle into a
series of short isothermal segments using the rectangular rule of
integration (note that the Gleeble data of Reference 7, and most
digital temperature cycle recording devices, is already in this
form). For any given timestep, the only unknown in Eq (10) is the
final hardness,Ht, and this is set as an adjustable parameter in the
ta(T) column of cells. A goal seeking tool is then used to find the
value for Ht that results in a SUM(Dt/ta(T)) value of unity.

The hardness resulting from the actual Gleeble thermal
cycles used by Hamlin et al. (7) was estimated with this
method. The results are compared with those determined using
the isothermal assumption (Fig. 2) and are shown in Fig. 7. For
these estimates, the parameters k1, QO and n¢ from both Table 3
for the Hamlin et al. Ref 7 data and the All Data fits in Fig. 5
were used. These are referred to as Hamlin et. al. parameters

and All Data parameters, respectively. Both parameter sets were
evaluated in order to reduce any concerns that use of
parameters derived from the Hamlin et al. Ref 7 data using
isothermal AA analysis in the AAA analysis might constitute a
circular argument.

The AAA estimates were within 8 HV of the AA estimates
for both parameter sets, except for the 1100/600/1 predictions
which were 16.7 HV different for both parameter sets. The
AAA estimates are consistently similar to or higher than the
AA estimates, while the deviations between the estimates are
greatest for the shortest time thermal cycles and are most
pronounced for the highest temperature cycles. This is illus-
trated graphically in Fig. 8 and is to be expected since the
contribution to aging from the heat up and cool down cycles is
most pronounced at these extremes.

The results in Fig. 7 and 8 demonstrate that the hardening
contributions from the heating and cooling portions of thermal
cycles with relatively short isothermal holds is not negligible.
However, the differences in calculated hardness resulted in only
minor variations in fits using two different sets of parameters.
Therefore, the assumption that the fitted heat treatments are
isothermal in nature is not unreasonable and is necessary to
facilitate the calculation of initial parameters using simple
spreadsheet methods. It is also worth noting that significant
differences in calculated hardness were only observed when the
combined duration of the heating and cooling portions of the
thermal cycle was comparable to the length of the isothermal
hold time. This further supports the assumption that the heat
treatments were isothermal for the other data sources evaluated
here as the isothermal hold times were significantly longer than
the heating and cooling times in those investigations.

4. Conclusions

Avrami kinetics relationships and a simple global fitting
procedure were applied to various PH 13-8+Mo SS hardness
datasets to determine apparent activation energies and growth
constants for precipitation. The hardness datasets used in this
investigation were taken from various sources and included
wrought as well as cast material, several solution treatment
conditions, and a range of aging procedures. The fitting
procedure was applied to each data set individually and to all

Fig. 6 Fraction transformed versus time at 510�C for the data from the various sources. (a) Early aging times. (b) Full transformation curves
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datasets simultaneously to evaluate the utility of this method
over a range of PH 13-8+Mo SS conditions. Additionally, an
additivity rule-based model was applied to thermal cycle data
from a previous investigation to test assumptions made about
the effect of heat up and cool down times on the hardening

response. The following conclusions can be drawn from this
investigation.

1. Application of the global fitting procedure to individual
datasets produced k1 values between 1.7e3 sec–n¢ to 2.0e5

Table 4 Spreadsheet method for additivity determination of hardness resulting from a thermal cycle

Time, t Temperature, T Dt ta, T Dt/ta, T

t1 T1 t1-0 Eq [10] using t1 & T1 with Ht as adjustable cell Dt1/ta(T)1
t2 T2 t2-t1 Eq [10] using t2 & T2 with Ht as adjustable cell Dt2/ta(T)2
t3 T3 t3-t2 Eq [10] using t3 & T3 with Ht as adjustable cell Dt3/ta(T)3
… … … … …

… … … … …

tN TN tN-t(N–1) Eq [10] using tN & TN with Ht as adjustable cell DtN/ta(T)N
= SUM(Dt/ta(T))

Fig. 7 Comparison of AAA and AA hardness estimates for Hamlin et al. Ref 7 data (a) Hamlin et. al. parameters, and (b) All Data parameters.
AAA estimates are essentially coincident with, or are horizontally to the left of, the corresponding AA estimate. Solid black lines are linear fits
to the AAA estimates and the solid gray lines are linear fits to the AA estimates

Fig. 8 Deviation between AAA and AA hardness estimates for Hamlin et al. Ref 7 data as a function of aging time for (a) Hamlin et al.
parameters, and (b) all data parameters
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sec–n¢, n¢ values between 0.40 to 0.57, and QO values be-
tween 150 kJ/mol to 199 kJ/mol.

2. Application of the global fitting procedure to all of the
datasets combined produced k1, n¢, and QO values of
8.7e4 sec–n¢, 0.38, and 234 kJ/mol, respectively. These
values may serve as reasonable seed values for future
application of this method to additional PH 13-8+Mo SS
datasets

3. Activation energies determined using this method were in
good agreement with values from literature for either lat-
tice diffusion or dislocation pipe diffusion of the precipi-
tating elements in PH 13-8+Mo SS.

4. Fitting applied to each dataset and all of the datasets
combined provided reasonable 1:1 correlations between
measured and calculated hardness values with R2 values
ranging from 0.88 to 0.99.

5. Calculated transformation rates were comparable for each
dataset except for one which had significantly lower alu-
minum content. The lower aluminum content conceivably
resulted in decreased supersaturation and may have de-
creased the driving force for precipitation to occur, there-
by slowing the apparent rate.

6. The additivity rule based model applied in this investiga-
tion demonstrated that the heating and cooling portions
of thermal cycles with very short peak temperature hold
times were not negligible. However, the differences in
calculated hardness and fit observed with and without
application of the additivity rule were minor. Therefore,
the assumption that the heat treatments in the Hamlin et.
al. [7] data are isothermal in nature is considered reason-
able.

7. The Global fitting procedure applied in this investigation
provides a reasonable and practical approximation of the
hardening behavior for numerous PH 13-8+Mo SS data-
sets that have been exposed to a range of processing and
heat treatment conditions.
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