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Superelastic NiTi shape memory alloy (SMA) has high recoverable strain and outstanding damping
capacity, and has been used as a damping material for many applications. When subjected to displacement-
controlled cyclic deformation, the material exhibits distinctive temperature and stress oscillations due to the
release of latent heat and hysteresis heat and the heat transfer with the ambient. In this paper, we establish
a model to predict the temperature variation of NiTi SMA wire specimen under the cyclic phase transition
by lumped heat transfer analysis. Closed-form solution on the evolution of the temperature is obtained. It is
shown that, for all the test frequencies, steady-state cyclic thermal response of the specimen can be reached
after a certain number of loading cycles in a transient stage, exhibiting a kind of ‘‘thermal shake down.’’ In
the steady state, the temperature profile oscillates around a mean temperature plateau. We show that the
temperature oscillation is mainly due to the release/absorption of latent heat during cyclic phase transition,
while the mean temperature rise of the specimen is caused by the accumulation of the hysteretic heat of the
phase transition. The model predictions agree well with the experimental results.
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1. Introduction

The thermomechanical responses of shape memory alloys
(SMAs) in the cyclic transformation of different frequency and
amplitudeof strainplay a critical role in the fatigue anddegradation
of the devices and therefore are always the key concerns in the
application. One unique aspect in such cyclic phase transition
behavior of the SMAs is the strong frequency dependence due to
heat generation, heat transfer, and the intrinsic temperature-
dependent transformation stress of the material (Clausius-
Claperyon relation). There exist complex interaction and coupling
among the deformation, applied stress, and the created thermal
field. Preliminary investigations (Ref 1–4, 5) showed that the
stress-strain response of thematerial exhibit distinctive frequency-
dependent variations andcanno longer be treated as apurematerial
property. From both academic and practical points of view, a
comprehensive understanding of the coupling effect and roles of
different time scales in the thermomechanical response of the
material over wide range of deformation frequencies is required.
Unfortunately, these important aspects remain much less explored
theoretically except a few recent modeling works (Ref 3, 4).

For superelastic NiTi SMA, two mechanisms of different
physical origin coexist and interact in reaching the stable cyclic
response. The first mechanism is the transformation-induced
formation and saturation of complex dislocation structures and
residual martensite in the grains of NiTi polycrystal during the
deformation or thermal cycling (Ref 6). This mechanism is very
effective for stabilizing the superelasticity and is often employed
to train the specimen before the actual service. The second
mechanism, being of thermal nature, is the release/absorption of
transformation heat (the latent heat and the hysteresis heat) and
heat transfer with the ambient. For a fresh specimen under cyclic
transformation, this mechanism works interactively with the first
mechanism in reaching the stabilized cyclic response of the
material. Preliminary investigation on the trained NiTi specimen
(Ref 7) showed that the second mechanism, even works alone,
can produce distinctive frequency-dependent temperature shift
and oscillation which in turn bring stress shift and oscillation
since the phase transition stress is inherently temperature
dependent. To understand the above pure thermal effect and the
governing parameters on the cyclic response of the material,
modeling and analysis of the temperature variation is necessary.

This paper briefly reports the analytical solution obtained by
the authors on the temporal evolution of the volume average
temperature of NiTi wire specimen during the reversible phase
transitions under cyclic tensile deformation of different fre-
quencies in stagnant air. The solution is obtained by the
simplified lumped system analysis method (Ref 8, 9) and is
compared with the real experimental data.

2. Governing Equation and Solution
for the Average Temperature Tav(t)

The method to build the model is basically from heat
transfer equation and lumped analysis. As we all know, for a
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body with volume V and boundary surface S (Fig. 1), the
differential heat transfer equation can be derived from the local
energy balance at any position x, as

k
@Tðx; tÞ
@t

¼ rkrTðx; tÞ þ gðx; tÞ; ðEq 1Þ

where T(x, t) is the temperature, k = qc is the heat capacity
per unit volume, k is the heat conductivity and g(x, t) is the
heat source. Lumped system analysis (Ref 8) can be applied
to Eq 1 for the body under the condition of low temperature
gradient within the body and can yield very simplified
expression of the volume average temperature (for more
details, please refer to Ref 8).

Remark 1 In our experiments (Ref 2, 3, 7, 10), although the
localized transformation leads to temperature gradient, the heat
conduction will make the temperature become uniform. For
example (see Ref 10), for NiTi strip sample at the tensile strain
rate _e ¼ 3:3� 10�2, the number of bands is 14 and the band
spacing is 2 mm, the characteristic conduction time tk = 0.15 s
which is much less than the loading time tL ¼ emax

_e ¼ 1:81s
(over 10 times of tk). This means that in most of the
deformation period, the temperature field can be treated as
uniform due to heat conduction.

An overall averaging of Eq 1 in region V not only defines
the Volume average temperature TavðtÞ ¼ 1

V

R
V Tðx; tÞdv

� �

which is a function of time only but also turns Eq 1 as

k
dTavðtÞ

dt
¼ 1

V

Z

V

rkrTðx; tÞdvþ gavðtÞ; x 2 V ; t � 0;

ðEq 2Þ

where

gavðtÞ ¼
1

V

Z

V

gðx; tÞdv: ðEq 3Þ

We now consider a NiTi SMA wire of radius R and gauge
length L0 under displacement-controlled sinusoidal cyclic
deformation of frequency f (period tp = 1/f). The displacement
u(t), strain e(t), and strain rate _eðtÞ are, respectively,

uðtÞ ¼ u0
2

1� cosxtð Þ; ðEq 4Þ

eðtÞ ¼ u0
2L0

1� cosxtð Þ; ðEq 5Þ

_eðtÞ ¼ u0x
2L0

sinðxtÞ; ðEq 6Þ

where u0 is the amplitude of displacement and x is the angular
frequency (x = 2pf). Now, we derive the evolution of the spec-
imen�s average temperature Tav(t) by lumped system analysis.
To simplify the case, we have used the following assumptions:

(1) Latent heat release/absorption and hysteresis heat release
are the two heat sources of the material and their rates
are approximated as being proportional to the applied
strain rate and the square of the strain rate, respectively,
without separating the loading-unloading process into
different subsections (Ref 3);

Remark 2 The latent heat comes from the phase transition and
therefore the rate of latent heat release can be assumed to be
proportional to the phase transformation rate or strain rate (i.e.,
positive in loading and negative in unloading). At the same time,
the friction-type hysteresis heat also releases and its rate increases
with the strain rate and is always positive during loading and
unloading. Therefore, we simply assume that it is proportional to
the square of the strain rate. The assumption we made is mainly to
make sure that hysteresis heat release is always positive during
loading and unloading, and to simplify themodel.We also assured
that the total hysteresis heat in one cycle

R tp
0 A � sin2ðxtÞdt ¼ D

(the hysteresis loop area) if A ¼ Dx
p , see Eq 7 below.

(2) The heat flow through the two grips are modeled as heat
conduction through the two end cross sections of the
gauge section (of length L0) which experiences cyclic
phase transition as shown in Fig. 2.

The volume average heat source ðgavðtÞ ¼
R
V gðx; tÞdv) of

Eq 2 includes the latent heat (l0 per unit volume) and hysteresis
heat (D per unit volume). By assumption (1), we can write the
latent heat (l0) release rate as l0x

2 � sinðxtÞ which satisfies the
condition that the integral of the latent heat release in
loading and in unloading is l0 and �l0, respectively (i.e.,R tp

2
0

l0x
2 � sinðxtÞdt ¼ �

R tp
tp
2

l0x
2 � sinðxtÞdt ¼ l0). We can write the

hysteresis heat release rate as Dx
p � sin

2ðxtÞ to insure that the
integrals of the heat release during loading and unloading
are D/2, respectively, (i.e.,

R tp
0

Dx
p � sin

2ðxtÞdt ¼
R tp

2
0

Dx
p �

sin2ðxtÞdt þ
R tp
tp
2

Dx
p � sin

2ðxtÞdt ¼ D
2 þ D

2 ¼ D). Now, we have

gavðtÞ ¼
1

V

Z

V
gðx; tÞdv ¼ l0x

2
� sinðxtÞ þ Dx

p
� sin2ðxtÞ:

ðEq 7Þ

We apply the divergence theorem to transform the volume
integral of Eq 2 to a surface integral:

1

V

Z

V

rkrTdv ¼ 1

V

Z

S

k
@T

@n
ds: ðEq 8Þ

The surface integral
R
S k

@T
@n ds includes the heat convection

through the wire�s side surface with the heat flow

Qconv ¼ �hAside Tav � T0ð Þ ¼ �h � 2pRL0 � Tav � T0ð Þð Þ and the

heat conduction through the two end cross sections with the

heat flow Qcond ¼ �2kAend
dTav
dx

�
�

�
� ¼ �2k � pR2 � a Tav�T0ð Þ

L0

� �
; T0 is

the temperature of the ambient and a is a constant. NowR
S k

@T
@n ds (the total heat flow through the outer surface S) of

Eq 8 becomes

Fig. 1 Simplified formulation for the transient heat transfer prob-
lem: from the temperature field T(x, t) to the lumped average tem-
perature Tav(t)

2506—Volume 21(12) December 2012 Journal of Materials Engineering and Performance



Z

S

k
@T

@n
ds ¼ �2ak � pR2 � Tav � T0ð Þ

L0
� h � 2pRL0 � Tav � T0ð Þ

¼ �h � 2pRL0 � Tav � T0ð Þ: ðEq 9Þ

In the above, h is the natural convection coefficient of the

side surface in air and depends on the temperature difference

(Ref 9), h is the lumped effective heat convection coefficient

of the side surface (i.e., already including the conduction con-

tribution at the two end cross sections of the wire) and

h ¼ 2ak
L20
þ 2h

R

� �
� R2. It is seen that h decreases with the increase

in L0 and h! h when L0 �
ffiffiffiffiffiffi
akR
h

q
. So, with Eq 7 and 9,

Eq 2 becomes

k
dTav
dt
¼ � 2h

R
Tav � T0ð Þ þ l0x

2
� sinðxtÞ þ Dx

p
� sin2ðxtÞ:

ðEq 10Þ

For the purpose of simplicity (Ref 7), we have taken h and D
in Eq 10 as constants for each frequency of loading. Solving
Eq 10 with initial condition Tavjt¼0¼ T0, we have

Fig. 2 Heat transfer boundary conditions in the real experiment and in the model

Fig. 3 Comparison between the experimental data at frequency (a) 0.1 Hz and (b) 0.4 Hz and modeling results (without fitting parameters)
(Color figure online)
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TavðtÞ ¼ T0 þ
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2pk
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ðEq 11Þ

where th ¼ kR
2h

� �
is the characteristic time scale of the lumped

effective convection through the side surface. The first term
on the right hand side of Eq 11 gives the mean temperature
of the specimen in the steady-state cycle, which is caused by
the accumulation of the steady-state hysteresis heat (stress-
strain loop area) of the phase transition. The second term is
the mean temperature variation in the transient stage. It de-
cays exponentially with time t. Its sign depends on the values
of l0, D, k, x, th. The last term represents the temperature
oscillations caused by latent heat and hysteresis heat,
respectively.

3. Comparison with Experimental Data

To check the predictive power of the developed model, the
predictions of Eq 11 for two real cyclic loading tests (Ref 7) of
trained NiTi superelastic wires (3.5-mm diameter, Johnson
Matthey Inc., USA) are shown in Fig. 3. The specific heat
capacity of the wire is k = 3.2259 106 J/m3ÆK, the specific
latent heat l0 is 12 J/g, h ¼ 100W=m2�K, and D was the
measured steady-state strain-strain hysteresis loop area at given
frequency. We can see that the model prediction (red color) not
only captures the experimental features but also agrees
quantitatively well with the measured temperature variation
(blue color) in both transient and steady state stages.

4. Conclusions

We have used the lumped system method to build a simple
analytical model to predict the volume average temperature

under displacement-controlled cyclic phase transition of a
superelastic NiTi wire. From the model, the temperature
variation of the specimen can be treated as the superposition
of the temperature oscillation over the mean temperature. The
oscillation is mainly caused by the latent heat release/absorp-
tion during the forward/reverse phase transition, while the mean
temperature rise ðDthx2pk Þ of the specimen is caused by the
accumulation of hysteresis heat in the cyclic phase transition. It
is revealed that the loading frequency indeed has a significant
effect on the thermal response of the material and that, among a
set of internal and external parameters, it is the ratio of the
characteristic time scale of heat transfer th over the character-
istic loading time (tp = 2p/x) that controls the temperature
variation. The predictions of the model (without any fitting
parameters) agree well with the experiment results. The results
and the modeling methodology of this paper can be applied to
the temperature variation of other specimen geometries and
ambient conditions.
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