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Abstract
High electron mobility transistors built using In0.52Al0.48As/In0.53Ga0.47As on InP substrates are currently being investigated 
for numerous applications due to their favorable performance for microwave, optical and digital applications. We present 
a detailed and comprehensive study of steady-state and transient electronic transport in In0.52Al0.48As with a three-valley 
model using the semi-classical ensemble Monte Carlo method including all important scattering mechanisms. Electronic 
transport parameters such as drift velocity, valley occupation, average electron energy, ionization coefficient and generation 
rate, electron effective mass, diffusion coefficient, energy and momentum relaxation time are extracted rigorously from the 
simulations. Using these, we present a detailed characterization of the transient electronic transport showing the variation of 
drift velocity with distance and time. We further estimate the optimal cut-off frequencies for various device lengths via the 
velocity overshoot effect. Our analysis shows that transient effects are significant for device lengths shorter than 700 nm and 
should be taken into account for optimal device designs. As a critical example at length scales of around 100 nm, we obtain 
a significant improvement in the cut-off frequency from 261 GHz to 663 GHz with the inclusion of transient effects. The 
field dependence of all extracted parameters done here can prove to be highly useful for further device analysis and design.

Keywords Ensemble Monte Carlo · transient · relaxation time · diffusivity

Introduction

High electron mobility transistors (HEMT) built using heter-
ostructures of In0.52Al0.48As/In0.53Ga0.47As on InP substrates 
have been of great interest in experimental studies due to 
their favourable performance in microwave, optical and digi-
tal applications.1–15 Laser and charge injection transistors 
(CHINT)16,17 fabricated from such material systems have 
also shown promising device performance characteristics 
such that InAlAs/InGaAs/InP structures are considered to 
be preferable, owing to better integration with better power 
efficiency, faster speed, high-frequency gain, low noise, and 
low cost.

HEMTs based on In0.52Al0.48As/In0.53Ga0.47As/InP have 
a cut-off frequency higher than 600 GHz and are con-
sidered to be among the fastest transistors.18,19 These 
HEMTs have also shown significant capabilities for cryo-
genic operations in terms of improved noise character-
istics.15,20–27 Such HEMT structures coupled with GaAs 
and InAs have also shown good device  performances28–35 
suitable for various digital and analog applications. To 
exploit the avenues for application from these structures, 
a deeper understanding of electronic transport across these 
structures is necessary. While there are already a num-
ber of experimental and theoretical studies for InP and 
In0.53Ga0.47As , very little information is available for the 
In0.52Al0.48As system in terms of material parameters and 
transport properties. The objective of this paper is to pre-
sent a detailed and comprehensive study of steady-state 
and transient electronic transport in In0.52Al0.48As with 
the three-valley model using the semi-classical ensemble 
Monte Carlo method and including all important scatter-
ing mechanisms. In our model, all electronic transport 
parameters such drift velocity, valley occupation, average 
electron energy, ionization coefficient and generation rate, 
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electron effective mass, diffusion coefficient, and energy 
and momentum relaxation time are extracted rigorously 
from the simulations.

There are a wide variety of semi-classical transport 
 models36–69 used to understand transport physics. Amongst 
them, the Monte Carlo  method54,55 is considered to be most 
accurate with easy implementation, providing better insights 
from a physical point of view and has been widely  used54–59 
for transport calculations. The accuracy of these methods 
are limited only by the models used to calculate the band 
structure and the scattering rate.

For larger device dimensions, an understanding of steady-
state transport is sufficient. In smaller devices, transient 
transport is also essential when estimating device perfor-
mance. Transient electronic transport in short-channel FETs 
was first studied by Ruch.70 It was shown that the transient 
electron drift velocity may exceed the steady-state drift 
velocity by a proper selection of the electric field. The first 
experimental studies on transient electronic transport was 
done by Heiblum et.al.71 in GaAs. Later, many investigations 
on transient transport were performed both theoretically and 
 experimentally72–76 for a wide class of materials.

Electronic transport properties in In0.52Al0.48As were ear-
lier analysed only in the steady  state77,78 by using Monte 
Carlo methods. A previous study had also shown that elec-
tron transit time in In0.52Al0.48As layer is the main factor that 
decides the total device transit time for  CHINT16 applica-
tions. Therefore, for the fabrication of high-speed devices 
as well as ultra-short devices, it is necessary to analyse the 
transient electronic transport. In this work, our initial focus 
is on the examination of steady state transport, by studying 
the variation of the drift velocity with the electric field, the 
temperature and the doping concentration. Next, the vari-
ation in electron energy, electron occupancy in different 
bands with electric field is discussed. The variation of the 
impact ionization coefficient and the generation rate with 
electric fields is also examined. The variation of the diffu-
sion coefficient and the momentum and energy relaxation 
time with electric field and temperature are also presented. 
Using these, we present a detailed characterization of the 
transient electronic transport showing the variation of drift 
velocity with distance and time. We then estimate optimal 
cut-off frequencies for various device lengths via the veloc-
ity overshoot effect. Our analysis shows that for device 
lengths shorter than 700 nm, transient effects are significant 
and should be taken into account for optimal device designs. 
As a critical example, at length scales of around 100 nm, we 
obtain a significant improvement in the cut-off frequency 
from 261 GHz to 663 GHz with the inclusion of transient 
effects. Finally, device implications of our results are dis-
cussed and the upper bound cut-off frequencies for device 
optimization are calculated for short channel high frequency 
electronic device applications.

This paper is organized as follows: In the following 
section, the Monte Carlo procedure is discussed and 
the related parameters required to study transport in 
In0.52Al0.48As are presented in detail. Furthermore, the 
methodology for calculating the diffusion constant and 
momentum and energy relaxation times is discussed in 
detail. In "Results and Discussion" section, the results of 
our simulations are discussed thoroughly. First, we discuss 
the velocity-field characteristics in n-type In0.52Al0.48As for 
different temperatures and doping concentrations. Then, 
the variation of the diffusion coefficient, the momentum 
and energy relaxation times with electric field and temper-
ature are presented. Next, the transient electronic transport 

Table I  The material parameters for bulk In0.52Al0.48As

Parameter Value

Bulk material parameters
Polar optical phonon energy (eV) 0.0397
Low-frequency dielectric constant �s 12.414
High-frequency dielectric constant �∞ 10.072
Energy band gap Eg (eV) 1.44
Density � (kg/m3) 4753
Acoustic deformation potential Dac (eV) 7.936
Sound velocity vs (m/s) 4.998 × 103

Piezoelectric constant (Ppz) 0.048069
Alloy scattering potential (eV) 0.47
Elastic constants
c
11

 (N/m2) 1.01 × 1011

c
12

 (N/m2) 5.11 × 1010

c
44

 (N/m2) 4.78 × 1010

Table II  Valley-dependent parameters for bulk In0.52Al0.48As

Parameters Γ L X

Effective mass m* 0.08396 0.39 0.602
Non-parabolicity � (eV−1) 0.58273 0.20904 0.066556
Valley separation (eV) — 0.34 0.6
Number of equivalent valleys 1 4 3
Optical phonon energy
Eop (eV) 0.0397 0.0397 0.0397
Intervalley deformation
Potential Di (eV/m)
From Γ 0 5.37 × 1010 5.7 × 1010

From L 5.37 × 1010 4.95 × 1010 5.18 × 1010

From X 5.7 × 1010 5.18 × 1010 4.21 × 1010

Intervalley phonon energy (eV)
From Γ 0 0.043 0.043
From L 0.043 0.043 0.0411
From X 0.043 0.041 0.043
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as a function of both length and time are discussed. Fol-
lowing this, the device implications of our results is dis-
cussed. Finally, "Conclusion" section summarizes the 
important conclusions of this paper.

Simulation Setup and Formulation

Monte Carlo Procedure

We study electron transport in bulk In0.52Al0.48As using 
the ensemble Monte Carlo method. We use a three-valley 
model for the conduction band structure of the electrons. For 
Monte Carlo simulation we use a time step of 10 fs and for 
steady-state analysis we maintain the simulation for 100 ps. 
Further details the Monte Carlo method are given in other 
references.55,57,79 The band structure is treated by using a 
non-parabolic model,80 with a dispersion relation given by

where k is the wave vector, E(k) is the energy of a particle 
of wave vector k, ℏ is the reduced Planck constant, and � is 
a non-parabolic coefficient given by

where Eg is the energy band gap, m∗ is the effective mass 
of an electron at the bottom of the band and m0 is the free 
electron mass. For both steady-state and transient analysis, 
10,000 electrons are considered. We assume that all donors 
are ionized and the free-electron concentration is equal to the 
donor concentration. In all cases, the doping concentration is 
set to 1 × 1022m−3 , unless mentioned explicitly. The material 
parameters used in the calculation for bulk In0.52Al0.48As 
are listed in Tables I and II. For the required alloy composi-
tions, all values are linearly extrapolated between the mate-
rial parameters of AlAs and InAs.81

(1)E(k)(1 + �E(k)) = �(E(k)) =
ℏ
2k2

2m∗
,

(2)� =
1

Eg

(
1 −

m∗

m0

)2

,

scattering. We now proceed to discuss all scattering mecha-
nisms and their implementation in detail.

Ionized Impurity Scattering

Ionized impurity scattering is an important scattering mech-
anism at high doping concentrations specifically at low tem-
peratures. The ionized impurity scattering mechanism is 
considered an elastic and anisotropic scattering mechanism 
whose scattering rate is given  by82

where qD is inverse screening length given by

where NI is the donor concentration, e is the electronic 
charge,  �s is the low-frequency dielectric constant, kB is the 
Boltzmann constant and T is the temperature. The angle � 
between the initial wave-vector k and the final wave-vector 
k

′ after ionized impurity scattering, is given  by83

where r is a uniformly distributed random number between 
0 and 1.

Polar Optical Phonon Scattering

Typically, polar optical phonon scattering is a dominant 
scattering mechanism near room temperature and in the 
higher temperature region. Polar optical phonon scattering 
is an inelastic and an anisotropic scattering mechanism. 
The scattering rate for polar optical phonon scattering is 
given  by55

where
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�Scattering Mechanisms

In the present work, we consider the following scattering 
mechanisms: ionized impurity scattering, polar optical 
phonon scattering, piezoelectric scattering, acoustic pho-
non scattering, alloy scattering, non-equivalent and equiv-
alent intervalley scattering, and finally, impact ionization 
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where �∞ is the high-frequency dielectric constant, �op is the 
polar optical phonon frequency, E�

= E + ℏ�op for absorp-
tion and E�

= E − ℏ�op for emission of a polar optical pho-
non, if E′

< 0 polar optical phonon scattering will not occur, 
N0 is the number of phonons involved in the transition. N0 
is given by

The angle � between the initial wave-vector k and final wave-
vector k′ for polar optical phonon scattering is given by the 
following probability distribution  function84,85

where apop is a normalization constant. The random values 
of cos� with the above probability distribution are obtained 
by using von-Neumann rejection.84,86

Piezoelectric Scattering

Piezoelectric scattering is an important scattering mecha-
nism at low doping density and low temperature in polar 
materials. Piezoelectric scattering is treated here using elas-
tic and equipartition approximation. The piezoelectric scat-
tering rate is given  by87,88

where Ppz is a dimensionless piezoelectric coefficient. The 
angle � between initial wave-vector k and final wave-vec-
tor k′ for piezoelectric scattering is given by the following 
 equation89

(8)A =
{
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�
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where r in a uniformly distributed random number between 
0 and 1.

Acoustic Phonon Scattering

Acoustic phonon scattering occurs due to scattering of elec-
trons by non-polar acoustic phonons. Such scattering is also 
treated using elastic and equipartition approximation. The 
scattering rate for this process is given  by79,82

where Dac is acoustic deformation potential, � is density of 
material and vs is sound velocity. The angle � between initial 
wave-vector k and final wave-vector k′ for acoustic phonon 
scattering is given by the following probability distribution 
 function84,85

where aac is a normalization constant. The random values of 
cos� with the above probability distribution is obtained by 
using von Neumann rejection.84,86

Alloy Scattering

There is an additional scattering mechanism in semiconduc-
tor alloys of free carriers due to random fluctuations in the 
perfect periodicity of the crystal. The alloy scattering rate 
for electrons is given  by90–92

where x is the mole fraction, V0 is the primitive cell vol-
ume and Uall is alloy scattering potential. We have taken a 
value of 0.47 eV for alloy scattering potential.93 Here, S(E) 
is an energy-dependent parameter that describe the effect of 
alloy ordering on the scattering rate. The value of S(E) lies 
between 0 and 1. S(E) = 0 refers to perfectly ordered alloy 
system and S(E) = 1 refers to a completely random alloy 
system. Throughout the simulation, S = 1 is considered. 
Alloy scattering is an isotropic scattering mechanism and it 
is treated by using elastic approximation.

(15)W(E) =

√
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2
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Intervalley Phonon Scattering

The scattering rate due to intervalley phonons is given  by79,82

where  E
�

= E + ℏ�i −△E  fo r  abso r p t ion  and 
E

�

= E − ℏ�i −△E for emission of intervalley phonon, if 
E

′

< 0 intervalley scattering will not occur. For intravalley 
scattering △E = 0 and for intervalley scattering △E is the 
difference between bottom of energy band between two val-
leys. Di is intervalley scattering coupling constant, Z is the 
number of final valley for intervalley scattering, N(�i) is the 
number of phonons involved in the transition, �i is interval-
ley phonon frequency. N(�i) is given by

Intervalley scattering is considered here to be isotropic in 
nature. Hence, final states after intervalley are equally prob-
able, restricted to only conservation of energy.

Impact Ionization Scattering

The scattering rate due to impact ionization is treated by 
using the Keldysh  expression94

where 1

�ii(E)
 is the impact ionization scattering rate for an 

electron. 1

�(Eth)
 is the scattering rate at the threshold energy 

Eth and P is a dimensionless coupling constant. In our simu-
lation, threshold energy Eth and P are treated as fitting 
parameters.

The angle � between initial wave-vector k and final wave-
vector k′ for impact ionization scattering is given by the fol-
lowing  equation95

where

For all scattering mechanisms, the azimuthal angle � is com-
pletely random, and hence � can be easily calculated using 
a uniformly distributed random number r between 0 and 1, 
with � = 2�r . The magnitude of the final state wave-vector 
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(21)cos� = −
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2r − (G + 3)

(22)G =
k2 + k

�2 + �
2

kk
�

k
′ , is determined by using the energy conservation for any 

given scattering mechanism.

Diffusion

The diffusion constant is an important parameter to under-
stand carrier transport in semiconductors. In the recent past, 
a lot of work has been done with the Monte Carlo technique 
for high field diffusivity calculations, especially in small 
semiconductor devices.96–99 At a lower field, diffusion D and 
mobility � are related by the Einstein relation D =

�kBT

e
 . At 

a higher electric field or in the presence of intervalley scat-
tering, The Einstein relation fails and the diffusion constant 
cannot be calculated by applying it. In the present work, the 
following equation is used to calculate the diffusion constant 
along the longitudinal  direction98,100

where xl(t) is the displacement along the external field direc-
tion at time t, and the brackets < ... > denote the ensemble 
averages. While evaluating with Eq. 23, both ensemble and 
time averages are taken into account in Monte Carlo simula-
tion. For evaluation of diffusivity along the transverse direc-
tion to the field Dt the same expression as 23 is used just by 
substituting the displacement along the transverse direction 
instead of the parallel direction in Eq. 23, respectively.

The above Eq. 23 neglects the electron-electron repulsion 
and assumes that the electric field is constant everywhere 
and is valid only when macroscopic Fick’s law is applicable. 
Equation 23 is obtained from Fick’s law given below,

Here, n is the electron density and vd is the drift velocity. 
Equation 23 is obtained from the second moment of the elec-
tron density. For the transient conditions, as Fick’s law does 
not hold, Eq. 23 cannot be employed. For the present study, 
we report the diffusivity only for the steady-state conditions.

Relaxation Time

The momentum relaxation time �m at steady state is calcu-
lated by using the following  equation98,101–103

(23)Dl =
< (xl(t)− < xl(t) >)

2
>

2t

(24)
�n

�t
= Dl

�
2n

�x2
l

− vd
�n

�xl
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where meff  is the effective mass over ensemble and is given 
by meff = m∗(1 + 2�E) . vss is the steady-state average drift 
velocity of electrons and F is the applied electric field.

The energy relaxation time �e at steady state is calculated 
by using the following  equation98,101–103

where E is the average electron energy in the presence of 
a field and E0 =

3

2
kBT  is the thermal energy. The energy 

relaxation time can give insights into the transient effect of 
the material. Generally, a higher energy relaxation time leads 
to higher transient effects.103,104

(25)�m =
meff vss

qF

(26)�e =
E − E0

evssF

Results and Discussion

Steady‑State Electron Transport

In Fig. 1a we show the drift velocity with electric field for 
different lattice temperatures. At a lower electric field, equi-
librium is maintained by polar optical phonon scattering. 
As the electric field increases, electrons gain more energy. 
Around the threshold field, polar optical phonon scattering 
is not able to fully dissipate the energy gained by electrons 
from the electric field, and electric breakdown occurs if 
intervalley scattering does not become active.

As the electric field increases, electrons are more effec-
tively accelerated and they gain more energy. Since the 
effective mass of electron is given by m∗(1 + 2�E) , firstly 
as electron energy increases electron effective mass also 
increases and secondly, at higher energy intervalley scatter-
ing also plays a role and electrons move to a higher energy 

Fig. 1  (a) Drift velocity as a function of applied electric field for 
n-type In0.52Al0.48As with a doping concentration of 1 × 1022m−3 
at different crystal temperatures. (b) Drift velocity as a function of 
applied electric field for n-type In0.52Al0.48As with a doping concen-

tration of 1 × 1022m−3 at 300 K. We compared our result with other 
simulated results Ref.77 and 78. (c) Drift velocity as a function of 
applied electric field for In0.52Al0.48As , InP and In0.53Ga0.47As with a 
doping concentration of 1 × 1022m−3 at 300 K.
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L-valley, which also has higher effective mass. After a par-
ticular electric field, called threshold or critical electric field, 
the latter effect becomes more pronounced and the electron 
velocity starts decreasing. At 300 K In0.52Al0.48As has a peak 
drift velocity of 1.62 × 105 m/s for an applied electrical field 
of 7.5 kV/cm at a doping concentration of 1 × 1022m−3.

It can be seen that both the peak and the saturation 
velocity have significant temperature dependence. This can 
further be noticed from the inset figure in Fig. 1a where 
peak and saturation drift velocity are plotted with respect 
to temperature. To understand this temperature depend-
ence, we plot the scattering rates due to the absorption 
(Fig. 2a) and due to the emission of polar optical phonons 
(Fig. 2b). As the temperature increases, polar optical pho-
non scattering rates due to both emission and absorption 
of polar optical phonons increase, respectively. Similarly, 
for other scattering mechanisms, scattering rates also 
increases with the increasing lattice temperature. The 
increase in phonon scattering rate with temperature causes 
decrease in peak drift velocity and saturation drift velocity 
with the increase in crystal temperature.

Figure 1b shows the variation of drift velocity with 
electric field obtained with in our simulation compared 
with earlier results obtained by  Kim77 and  Dolgos78. A 
good agreement is obtained at a lower electric field with 
both the earlier theoretical results. Dolgos’s simulation 
shows higher values of peak drift velocity and threshold 
field than our results. Dolgos used an empirical pseudopo-
tential band structure for the calculation. Since the param-
eters used for the simulation by Dolgos are not mentioned 
in the article, the reason for higher values of peak drift 
velocity and threshold field in Dolgos’s simulation remains 
unclear. But it is probably due to higher energy separation 
between gamma and L-valley.

Figure  1c shows the variation of drift velocity with 
electric field for a doping concentration of 1 × 1022m−3 at 
300 K for In0.52Al0.48As , InP and In0.53Ga0.47As . Material 
parameters for InP and In0.53Ga0.47As are taken from refer-
ence,108,109 respectively. Both InP and In0.53Ga0.47As have 
higher peak drift velocity than In0.52Al0.48As due to lower 
effective mass of electrons in the central gamma valley of 
InP and In0.53Ga0.47As than In0.52Al0.48As . InP has an elec-
tron effective mass of 0.08m0 and In0.53Ga0.47As has an effec-
tive mass of 0.03745m0 , respectively. InP has a peak drift 
velocity of 2.50 kV/cm for a critical electric field of 11 kV/
cm and In0.53Ga0.47As has a peak drift velocity of 2.85 kV/
cm for a critical electric field of 4 kV/cm at 300 K for a  dop-
ing concentration of 1 × 1022m−3 .

The electron mobilities are calculated for different dop-
ing concentrations at 300 K for n-type In0.52Al0.48As and 
compared with experimental values of Cheng et al.105, Hong 

Fig. 2  Polar optical phonon scattering rate as a function of electron energy for different temperatures in the gamma valley due to (a) Absorption 
of optical phonon (b) Emission of optical phonon for n-type In0.52Al0.48As with a doping concentration of 1 × 1022m−3.

Fig. 3  Mobility as a function doping concentration at 300 K for 
n-type In0.52Al0.48As . Experimental data are included for comparison 
Ref.105–107.
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et al.106 and Tanahashi et al.107 as shown in Fig. 3. Cheng 
et al.105 and Hong et. al.106 fabricated the In0.52Al0.48As by 
using molecular beam epitaxy, and Tanahashi et al.107 used 
liquid phase epitaxy. In all three experiments, mobility was 
calculated by using Hall measurement. In our simulation, 
mobility is calculated by the ratio of drift velocity to the 
electric field in the linear region at different values of elec-
tric field and then the average value is taken for comparison. 
Calculated mobilities are in good agreement with experi-
mental reported values. The mobility decreases with the 
increasing doping concentration due to increased ionized 
impurity scattering rate at higher doping concentration.

Figure 4a shows the relative population of electrons in 
different valley as a function of the electric field at 300 
K. Valley occupancy of electrons in the X-valley remains 
smaller for all ranges of applied field strength. Around a 
threshold field 7.5 kV/cm there is a significant increase of 

electron occupancy in the L-valley with the increase of elec-
tric field, and simultaneously, the drift velocity of electrons 
starts decreasing due to higher effective mass of electrons 
in the L-valley than gamma valley electrons. So negative 
differential velocity in the In0.52Al0.48As is due to intervalley 
transfer of electrons to a higher L-valley.

Figure 4b shows the average total electron energy as a 
function of electric field at 77 K and 300 K. Near the thresh-
old field, most of the electrons are in the gamma valley and 
polar optical phonon scattering by emission of phonons is 
the most dominant scattering mechanism. It relaxes elec-
tron energy by only 0.0397 eV, while at a higher electric 
field above 20 kV/cm, most of the electrons are shifted to a 
higher valley and intervalley scattering becomes the domi-
nant scattering mechanism. Polar optical scattering in the 
L-valley also has a higher scattering rate than polar optical 
phonon scattering of the gamma valley. So, due to the lower 

Fig. 4  (a) Relative population in different valleys as a function of electric field at 300 K (b) Average total electron energy as a function of elec-
tric field at 77 K and 300 K for n-type In0.52Al0.48As with a doping concentration of 1 × 1022m−3.

Fig. 5  (a) Scattering rate in the gamma valley as a function of energy (b) Scattering rate in the L-valley as a function of energy for n-type 
In0.52Al0.48As . For both cases temperature is set to 300 K, and a doping concentration of 1 × 1022 m−3.
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scattering rate in the gamma valley, electron energy shows a 
sharp upward turn near the threshold field, while at a higher 
field due to the higher scattering rate in the L-valley, it 
shows small variation with the electric field.

In Fig. 5a, the scattering rate for different scattering 
mechanisms and total scattering rate except impact ioniza-
tion scattering rate as a function of electron energy are plot-
ted for the central gamma valley at 300 K. At low electron 
energy ionized impurity scattering is the most dominant 
scattering and above approximately 0.14 eV polar optical 
phonon scattering by emission of phonons is the most domi-
nant scattering mechanism.

In Fig. 5b the scattering rate for different scattering mech-
anisms and total scattering rate as a function of energy are 
plotted for the L-valley at 300 K. Since most of the electrons 
remain in gamma and L-valleys for the electric field of inter-
est, the intervalley scattering of carriers to the X-valley is 
not shown for convenience in Fig. 5a and b, but it is included 
in our simulation. The total scattering rate in the L-valley 
is higher than the total scattering rate in the gamma valley, 

Fig. 6  Drift velocity as a function of applied electric field for dif-
ferent doping concentrations at 300 K for n-type In0.52Al0.48As . 
The inset Fig. shows the variation of peak drift velocity and satura-
tion drift velocity with doping concentration at 300 K for n-type 
In0.52Al0.48As.

Fig. 7  (a) Impact ionization scattering rate in gamma valley as a 
function of energy. (b) Impact ionization generation rate as a function 
of applied electric field (c) Impact ionization coefficient as a func-

tion of inverse of the applied electric field for n-type In0.52Al0.48As . 
Experimental curve is taken from Ref.110. For all cases doping con-
centration is set to 2 × 1022m−3 and crystal temperature is 298 K.
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due to the higher effective mass of electrons there, since 
first-order approximation scattering rates are considered to 
be proportional to the density of states and for non-parabolic 
bands. The density of states is given by

Figure 6 shows the variation of drift velocity with electric 
field for different doping concentrations. As doping con-
centration increases, drift velocity, peak velocity and low 
field mobility are reduced and the threshold field is shifted 
to higher electric field values. With the increase in doping 
concentration, ionized impurity scattering rate increases as 
the ionized impurity scattering rate is directly proportional 
to doping concentration, hence, drift velocity and peak 
velocity decrease. Higher ionized impurity scattering rate 
at higher doping concentration causes lower electron energy 
and increases the electric field needed to reach peak drift 
velocity. From Fig. 5a it is clear that at lower electron energy 
ionized impurity scattering is the most dominant scattering 
mechanism, while at higher electron energy, ionized impu-
rity scattering is not so significant. Our simulation results 
in Fig. 6 also depicts the same. At a lower field, ionized 
impurity scattering has a significant effect, while at higher 
electric field saturation velocity, is not significantly affected 
by doping concentration variation.

(27)g(E) =
(2m∗)

3

2

√
E(1 + �E)(1 + 2�E)

4�2ℏ3

Figure 7a shows the scattering rate due to impact ioniza-
tion scattering. The threshold energy of impact ionization in 
the gamma valley is 1.9 eV, so impact ionization becomes 
active only after 1.9 eV energy in the gamma valley. Fig-
ure 7b shows the variation of the generation rate due to 
impact ionization with electric field obtained in our simula-
tion for a doping concentration of 2 × 1022m−3 at 298 K. For 
impact ionization threshold energy Eth and P are treated as 
fitting parameters, and their values we have obtained are 
written in Table III for different conduction bands. Fig-
ure 7c shows the variation of impact ionization coefficient 
with the inverse of electric field. Theoretical obtained values 
are compared with the experimental values of Watanabe.110 
Impact ionization rates in In0.52Al0.48As were determined by 
photo-multiplication measurements by Watanabe. A good 
agreement between the  experimental110 and theoretical curve 
for impact ionization coefficient is obtained. Calculated 
ionization coefficient supports the theory of Shockley.111 
According to Shockley’s theory, the impact ionization coef-
ficient depends on the electric field as

where B is a constant. B is determined from the simulation 
to be 2.75 × 108 V/m.

Momentum and Energy Relaxation Time

Figure 8a shows the variation of electron effective mass with 
electric field. With increasing electric field, average electron 
energy increases, and electrons are shifted to a higher energy 
region in the same valley or to the satellite L-valley from 
the gamma valley. Both of these factors lead to an increase 
in electron effective mass, since the electron effective mass 
is given by meff = m∗(1 + 2�E) ; therefore, with increasing 

(28)�im ∼ exp(−
B

F
)

Table III  Parameters for impact ionization

Parameter Eth(eV) P

First conduction band 1.9 4 × 1014

Second conduction band 2.3 1 × 1015

Third conduction band 2.4 1 × 1016

Fig. 8  (a) Electron effective mass as a function of electric field at 77 K and 300 K (b) Momentum and energy relaxation time as a function of 
electric field at 77 K and 300 K for n-type In0.52Al0.48As with a doping concentration of 1 × 1022m−3.
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electric field, electrons are shifted to a higher energy region 
in the same valley. Hence, their effective mass also increases, 
and if electrons are shifted to the L-valley, then the L-valley 
also has a higher effective mass than the gamma valley. In 
the low field region, electron effective mass remains almost 
fixed with increasing electric field. Between regions of 5 
kV/cm to 25 kV/cm electrical field, there is a significant 
increase in electron effective mass with increasing electric 
field, since due to inter-valley scattering many electrons are 
shifted to the L-valley from the gamma valley in this region. 
At higher electric field after 25 kV/cm, there is a very slow 
increase in electron effective mass, since, as also depicted in 
Fig. 4a, after 25 kV/cm there is a slight increase in L-valley 
occupancy.

Figure 8b shows the variation of momentum and energy 
relaxation time with electric field at 77 K and 300 K. 
Momentum relaxation time decreases with increasing elec-
tric field. At a lower electric field most of the electrons are in 
the gamma valley, and intervalley scattering will not play the 
main role. In the absence of intervalley scattering at a lower 
electric field, electrons decrease momentum over longer time 
and result in higher momentum relaxation time. At higher 
electric field intervalley scattering, the scattering becomes 
important and electron momentum decreases at a faster rate 
due to higher effective mass and the higher scattering rate 
in the upper valley.

At 300 K in the low field region between 1 kV/cm to 
20 kV/cm, energy relaxation time increases with electric 
field and then start decreasing with electric field. In the 
low field region between 5 kV/cm to 20 kV/cm as show 
in Fig. 4b, average electron energy increases with electric 
field significantly and later increases at a slower rate. In the 
lower field region, most of the electrons are in the gamma 
valley and energy is relaxed by mainly emitting polar opti-
cal phonons. However, less energy of electrons is released 

by emitting polar optical phonons in this region, resulting 
in a sharp increase of average electron energy and energy 
relaxation time. At a higher electric field, intervalley scat-
tering will begin to play an important role, and at a higher 
electric field most of the electrons are occupied in the higher 
L-valley, which has a much higher total scattering rate than 
the gamma valley total scattering rate, so energy relaxation 
time starts decreasing at higher electric field.

Diffusion Coefficient

Figure 9 shows the variation of longitudinal and transverse 
diffusion coefficient with electric field at 300 K. Both longi-
tudinal and transverse diffusion coefficients show a peak in 
diffusivity near the critical electrical field. Below or around 
the critical electrical field due to rapid increase in electron 
energy raises the diffusion coefficient. At significantly high 
electric fields above critical field, average electron energy 
increases slowly and drift velocity and mobility reduces, 
further due to intervalley scattering, electrons are shifted 
to higher effective mass satellite valley. Hence, at higher 
electric field, diffusion coefficient reduces to very low val-
ues. Saturated drift velocity and low diffusion coefficient at 
higher electric field may have remarkable implications for 
high frequency device operations. The smaller values of lon-
gitudinal and transverse diffusion coefficient at higher elec-
tric field lead to lower diffusion noise. So, lower diffusion 
noise can be achieved by applying the higher electric fields 
without loss of speed. The anisotropy between longitudinal 
and transfer diffusion coefficient in In0.52Al0.48As is lower 
than observed in  InP112 and CdTe,113 and of approximately 
same magnitude as GaAs.84 This reflects a lower energy sep-
aration between central and satellite valley of In0.52Al0.48As 
(0.34 eV) than InP (0.52 eV )and CdTe (1.5 eV ) and of 
approximately same magnitude as of GaAs (0.35 eV) and it 
supports the explanation of the difference between the two 
coefficients given in Refs. 113, 84.

Transient Electron Transport

We now examine the transient electron transport of 
In0.52Al0.48As . Figure 10a shows the electron drift velocity 
as a function of the distance traveled upon the application 
of electric field for various applied electric field strength at 
300 K. For an applied field up to 7.5 kV/cm, the electron 
reaches steady state very quickly with little or no velocity 
overshoot. For an applied electric field higher than 7.5 kV/
cm significant velocity overshoot occurs. This result sug-
gests that for In0.52Al0.48As 7.5 kV/cm is the critical applied 
field strength for the onset of velocity overshoot effects. At 
300 K it is already mentioned that 7.5 kV/cm corresponds to 
the electric field for peak drift velocity. For GaN, ZnO and 

Fig. 9  Diffusivity as a function of electric field at 300 K for n-type 
In0.52Al0.48As with a doping concentration of 1 × 1022m−3.
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other III-V semiconductors as well, a little velocity over-
shoot is observed and electron reaches steady state very 
quickly below the critical electrical field.114,115

Figure 10b shows the drift velocity variation with time. 
It has also the same trend as Fig. 10a. For up to 7.5 kV/cm 
electric field, there is very little or no overshoot. For an elec-
tric field higher than 7.5 kV/cm there is significant velocity 
overshoot. Figure 11a shows the variation of peak transient 
drift velocity as function of temperature, and Fig. 11b shows 
the variation of peak transient drift velocity with doping 
concentration. For both cases the applied electric field 
strength being set to 15 kV/cm. Peak transient drift veloc-
ity decreases with the increasing temperature and doping 
concentration. At higher temperatures, increase in phonon 

scattering rate causes decreases in peak transient drift veloc-
ity, and at higher doping concentration increased ionized 
impurity scattering rate reduces peak transient drift velocity.

Figure 12 shows the variation of drift velocity with dis-
tance for different temperatures. We have followed the same 
approach as in the  paper114 and set the electric field to twice 
the approximate critical field for each case. The critical field 
for temperatures 77 K, 200 K, 300 K and 400 K are 6 kV/
cm, 7 kV/cm, 7.5 kV/cm and 8 kV/cm, respectively. Crys-
tal temperature has a significant effect on transient electron 
transport. Peak drift velocity is about 371 m/s when the 
temperature is 77 K and it decreases to about 281 m/s when 
the crystal temperature is about 400 K. For higher crystal 
temperatures, steady state is achieved at a much higher rate.

Fig. 10  (a) Drift velocity as a function of distance displaced, for vari-
ous applied electric field strength. (b) Drift velocity as a function of 
time elapsed since the application of electric field, for various applied 

electric field strength for n-type In0.52Al0.48As . For all cases the tem-
perature is set to 300 K and doping concentration of 1 × 1022m−3.

Fig. 11  (a) Peak transient drift velocity as a function of temperature 
with a doping concentration of 1 × 1022m−3 for n-type In0.52Al0.48As . 
(b) Peak transient drift velocity as a function of doping concentration 

for n-type In0.52Al0.48As at 300 K. For both cases the applied electric 
field strength is set to 15 kV/cm.
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Figure 13 shows the variation of electron energy with 
time for different applied electric fields at 300 K. Electron 
energy increases monotonically with time for all applied 
electric fields until it reaches steady state. For a low applied 
electric field steady state is reached very quickly.

Figure 14 shows the variation of electron displacement 
as a function of time elapsed since the application of elec-
tric field for a number of different cases. Electron displace-
ment increases monotonically in response to an increase 
in time elapsed since the onset of applied electric field. 
Figure 15a, b and c shows the variation of transit time as 
a function of distance traveled for In0.52Al0.48As , InP and 
In0.53Ga0.47As for 100 nm, 300 nm and 1000 nm device 
lengths. The applied electric field are chosen to minimize 
the electron transit time across the shown device lengths. 

In In0.53Ga0.47As and InP electron travels at faster rate than 
In0.52Al0.48As due to the lower effective mass of electrons 
in the gamma valley. The upper bound on the cut-off fre-
quency of a device is given by the formula

where � is transit time across the device. We calculated the 
upper bound on cut-off frequency at 100 nm device length 
for In0.52Al0.48As to be 663 GHz, for InP to be 791 GHz and 
for In0.53Ga0.47As to be 1.53 THz.

Device Implications

The transient electron transport that we have studied here 
can be related to the performance of electron device fabri-
cated from In0.52Al0.48As . To determine an upper bound for 
cut-off frequency, first we have to determine the minimum 
transit time occurring for optimally chosen applied field. In 
Fig. 16 we have plotted the average transit time as a func-
tion of displacement for different applied electric fields. In 
this curve for a displacement of 300 nm, minimum transit 
time is obtained with an electric field of 15 kV/cm. Simi-
larly, we have calculated the minimum transit time required 
for different device lengths of In0.52Al0.48As material. From 
this optimization procedure, we have calculated the upper 
bound on the cut-off frequency for different device lengths 
and plotted the results in Fig. 17. The blue curve in Fig. 17 
represents the optimized results obtained by incorporating 
the velocity overshot effect occurring during the transient 
state of electron transport, while the red curve in Fig. 17 
represents the upper bound on cut-off frequency obtained 
by applying the field which produces largest steady state 

(29)fT =
1

2��

Fig. 12  Electron drift velocity as a function of distance displaced 
since the application of electric field at different temperatures for 
n-type In0.52Al0.48As with a doping concentration of 1 × 1022m−3 . For 
all cases the electric field is set to two times the critical electric field.

Fig. 13  Electron energy as a function of time elapsed since the appli-
cation of electric field, for various applied electric field strengths for 
n-type In0.52Al0.48As . For all cases the temperature is set to 300 K and 
doping concentration of 1 × 1022m−3.

Fig. 14  Electron displacement as a function of transit time for various 
applied field strength at 300 K for n-type In0.52Al0.48As with a doping 
concentration of 1 × 1022m−3.
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Fig. 15  Electron transit time as a function of distance for n-type 
In0.52Al0.48As , InP and In0.53Ga0.47As . For all cases temperature is set 
to 300 K and doping concentration of 1 × 1022m−3 . The field strengths 
are chosen to minimize the transit time across the device lengths. 
(a) For 100 nm device length. The applied fields are 51 kV/cm for 

In0.52Al0.48As , 50 kV/cm for InP and 120 kV/cm for In0.53Ga0.47As . 
(b) For 300 nm device length. The applied fields are 15 kV/cm for 
In0.52Al0.48As , 18 kV/cm for InP and 32 kV/cm for In0.53Ga0.47As . 
(c) For 1000 nm device length. The applied fields are 9 kV/cm for 
In0.52Al0.48As , 10 kV/cm for InP and 9 kV/cm for In0.53Ga0.47As.

Fig. 16  Electron transit time as a function of distance displaced 
for various applied electric field strength at 300 K for n-type 
In0.52Al0.48As with a doping concentration of 1 × 1022m−3.

Fig. 17  The optimal cut-off frequency as a function of device gate 
length. The blue curve is obtained by including velocity overshoot 
effect and the red curve is obtained without including velocity over-
shoot effect for n-type In0.52Al0.48As at 300 K with a doping concen-
tration of 1 × 1022m−3.
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electron velocity, i.e. this curve does not include the effect of 
transient state. At a shorter device length there is significant 
improvement in the upper bound on the cut-off frequency 
obtained due to velocity overshoot effect. For device lengths 
less than 700 nm, transient effect becomes noticeable and it 
becomes more pronounced as device length is diminished 
further. For a device length of 100 nm, the upper bound on 
cut-off frequency is improved from 261 GHz to 663 GHz by 
including the transient effect in the calculation. For 100 nm 
length minimum transient is obtained by applying an elec-
tric field of 51 kV/cm. For a device length of 100 nm an 
upper bound cut-off frequency of 637 GHz and 1.05 THz is 
reported for GaAs and ZnO,116 respectively. We conclude 
that In0.52Al0.48As based devices have equal or higher fre-
quency capability than GaAs based devices when transit 
time is an important factor. While doing the calculation of 
upper bound on cut-off frequency, all non-idealities occur-
ring during normal device operation are ignored.

Conclusion

We presented a detailed and comprehensive study of steady-
state and transient electronic transport in In0.52Al0.48As with 
the three-valley model, using the semi-classical ensemble 
Monte Carlo method and including all important scatter-
ing mechanisms. All electronic transport parameters such 
as drift velocity, valley occupation, average electron energy, 
ionization coefficient and generation rate, electron effective 
mass, diffusion coefficient, energy and momentum relaxa-
tion time were extracted rigorously from the simulations. 
Using these, we presented a detailed characterization of the 
transient electronic transport showing the variation of drift 
velocity with distance and time. If the applied electric field 
is higher than a threshold field 7.5 kV/cm for peak drift 
velocity, the velocity overshoot is shown to occur in a tran-
sient state. Transient effects become more pronounced at 
shorter device length scales. We then estimated the optimal 
cut-off frequencies for various device lengths via the veloc-
ity overshoot effect. Our analysis showed that for device 
lengths shorter than 700 nm, transient effects are significant 
and should be taken into account for optimal device designs. 
As a critical example, at length scales of around 100 nm, we 
obtained a significant improvement in the cut-off frequency 
from 261 GHz to 663 GHz with the inclusion of transient 
effects. The field dependence of all extracted parameters 
here could prove to be helpful for further device analysis 
and design.
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