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Several atomistic techniques have been combined to identify the structure of
defects responsible for X and W photoluminescence lines in crystalline Si.
We used kinetic Monte Carlo simulations to reproduce irradiation and
annealing conditions used in photoluminescence experiments. We found that
W and X radiative centers are related to small Si self-interstitial clusters but
coexist with larger Si self-interstitials clusters that can act as nonradiative
centers. We used molecular dynamics simulations to explore the many dif-
ferent configurations of small Si self-interstitial clusters, and selected those
having symmetry compatible with W and X photoluminescence centers.
Using ab initio simulations, we calculated their formation energy, donor
levels, and energy of local vibrational modes. On the basis of photolumi-
nescence experiments and our multiscale theoretical calculations, we discuss
the possible atomic configurations responsible for W and X photolumines-
cence centers in Si. Our simulations also reveal that the intensity of pho-
toluminescence lines is the result of competition between radiative centers
and nonradiative competitors, which can explain the experimental quench-
ing of W and X lines even in the presence of the photoluminescence centers.

Key words: Photoluminescence, crystalline silicon, irradiation defect
clusters, multiscale atomistic simulations

INTRODUCTION

Photoluminescence (PL) spectra of crystalline Si
(c-Si) show peaks with energies below the energy
bandgap associated with PL centers formed by
defects involving dopants or impurities." How-
ever, the origin of certain peaks remains unclear.
Elucidating the nature of unknown PL centers can
improve the capabilities of the PL technique to
identify lattice defects. Also, the possibility of
converting Si into a subbandgap light-emitting
semiconductor based on introduction of PL centers
has been explored.*® Among such PL lines with
unclear origin, W (1018 meV) and less intense X
(1040 meV) lines are observed after implantation at
low dose, and their intensity can be maximized after
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subsequent thermal annealing or irradiation at
elevated temperature (250°C to 500°C).%7
Identification of the associated PL centers directly
from experiments is difficult, as irradiation gener-
ates a large variety of defects that coexist with these
radiative defects. The intensity of a particular PL
line depends on the capture of photogenerated
carriers by PL centers in competition with other
radiative or nonradiative defects in their vicinity.
Based on the results of positron annihilation and
photoluminescence experiments in ion-implanted
crystalline Si, Harding et al. proposed small
vacancy clusters as possible nonradiative recombi-
nation centers responsible for the quenching of the
W line observed as the Si implantation dose was
increased.®®? In addition, in boron-implanted crys-
talline Si samples, the interaction among dopant
atoms and defects influenced the PL intensity of W
and X lines.'° This had been attributed to formation
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of additional radiative'® or nonradiative recombina-
tion centers'? that compete in the capture of
photogenerated carriers with PL centers that exist
in undoped samples. Despite this complex scenario,
some features of the defects responsible for W and X
lines are known from experiments, namely that
they consist of Si self-interstitial clusters (I,,) 7 and
that the W center has trigonal symmetry while the
X center has tetragonal symmetry,’™ and their
high-energy local vibrational modes (LVMs) have
been measured.’™'® In the work presented herein,
we used a multiscale simulation approach to explore
the possible structure of defects responsible for W
and X lines by comparison of this experimental
evidence with the results of appropriate simulation
techniques.

KINETIC MONTE CARLO SIMULATIONS

We used nonlattice kinetic Monte Carlo (KMC)
simulations to reproduce irradiation and annealing
conditions used in PL experiments and to extract
the relevant I, size distribution. Simulation of
implantation cascades was performed within the
binary collision approximation, which provides the
coordinates of Si self-interstitials, vacancies, and
implanted ions. This information was transferred to
the KMC code to simulate annealing at the implan-
tation temperature.'* Interactions among defects
and dopants must be specified, and their energetics
(migration barriers, binding energies, etc.) defined.
In our simulations, we used migration and forma-
tion energies for Si self-interstitials and vacancies
reported in Ref. 14.

The changes in the PL intensity of the W line
under different irradiation conditions were studied
experimentally by Giri et al.” They considered c-Si
samples implanted with 80-keV Si ions at 265°C,
conditions that are known to maximize the PL
intensity of the W line.®” To provide understanding
on the distribution of the W center, they varied the
implantation dose in the range of 10® cm=2 to
3x10¥cecm=2, and afterwards removed the
implanted surface up to depth of 200 nm and 255
nm. Figure 1la plots the PL intensity of the W line as
a function of the implantation dose for the as-
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implanted sample, as well as for the samples etched
to depth of 200 nm and 255 nm. The results of those
experiments showed that the W-line intensity
decreased with implantation dose for the as-im-
planted sample. In contrast, after surface removal,
the PL intensity initially increased with implanta-
tion dose then saturated. Moreover, after removal of
the top surface, the PL intensity was lower than in
the as-implanted sample for low implantation doses,
but for high implantation doses it became higher
than in the as-implanted sample.

We performed KMC simulations with the implan-
tation conditions of Giri’s experiments, monitoring
the amount and distribution of I,, clusters for each
size n. Figure 1b plots the simulated density of I,
clusters of different sizes as a function of implanta-
tion dose, while Fig. 1c and d shows the simulated I,
depth distribution for implantation dose of
103 ecm~2 and 10 cm2, respectively. The results
of these KMC simulations indicate that the density
of all I, increases with implantation dose (Fig.1b).
However, it is noteworthy that the increment is
more significant for larger clusters (n>6) than for
smaller ones (n < 5). In principle, the experimen-
tally observed decrease in the W-line PL intensity
with implantation dose in the as-implanted sample
(Fig. 1a) should be associated with a decrease in the
density of the I,, responsible for W PL with increas-
ing implantation dose. These simulation results
suggest that the W line could be due to small I,
whereas larger clusters could act as nonradiative
competitors. This hypothesis is compatible with the
experimental changes in the PL intensity for the
sample etched to depth of 255 nm compared with
the as-implanted sample (Fig. 1a). The results of
these simulations show that small I, (n <5) are
dominant in the etched region for low implantation
dose (Fig. 1c). Therefore, the reduction of the W-line
PL intensity observed experimentally for 1013 cm 2
could be due to removal of a high concentration of
the small I,, that could be responsible for the W line.
In contrast, simulations show that, for the higher
implantation dose (Fig. 1d), large I, (n>6) are
dominant in the 255-nm etched region. Therefore,
the increase in the W-line PL intensity reported for
the samples etched to 255 nm at high implantation
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Fig. 1. (a) W-line PL intensity as function of implantation dose and etching depth (data taken from Ref. 9). (b) Density of I, for different cluster
sizes, n, after implantation with 80-keV Si ions at 265°C at several doses from KMC simulations. (c, d) Depth concentration profiles of /, at those
implantation conditions. Shaded areas represent the 255-nm etched layer of Ref. 9.
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doses could be due to removal of a high percentage
of the large I,, that act as nonradiative competitors.
Equivalent results were obtained from experiments
studying the X PL line (not shown).

Previous works by Harding et al.®® proposed small
vacancy clusters as the quenching mechanism for
the W line. These authors analyzed the Si-ion
implantation conditions required to quench the PL
intensity of the W line in crystalline Si, using 4-MeV
implantation energy in their experiments. A combi-
nation of PL measurements with the variable-energy
positron annihilation spectroscopy technique (which
is only sensitive to vacancy defects) was used,
revealing a correlation between the quenching of
the W line and the concentration of small vacancy
clusters in the vacancy-rich region typically obtained
near the surface after implantation at ~ MeV.*® We
do not deny that small vacancy clusters act as
nonradiative centers and are thus responsible for
the quenching of the PL intensity of the W line
reported under the particular experimental condi-
tions analyzed in that article. In the case of ~ keV
implantation, as was the case for the experiments
considered in the present work,” the different spatial
separation among Si interstitial and vacancy distri-
butions is less significant in the surface region. Our
simulations show that the vacancy profile almost
overlaps with that for Si interstitials (not shown). We
observed that the evolution of all vacancy clusters
increased with implantation dose throughout the
whole damage profile for all implantation doses, with
Vs and V3 clusters being dominant. In contrast, for Si
interstitial clusters (Fig. 1b), the density of small Si
interstitial clusters is dominant for low implantation
doses whereas the density of large Si interstitial
clusters becomes comparable or even exceeds the
density of smaller ones as the implantation dose is
increased. In addition, the depth profiles show that
these large clusters (whose density increases signif-
icantly with implantation dose) are dominant in the
surface region (0 nm to 250 nm) (Fig. 1c and d).
Therefore, the results of these simulations suggest
that the most significant difference between low and
high implantation dose as well as between unetched
and etched samples lies in the presence of large Si
interstitial clusters. For all these reasons, we pro-
pose large Si interstitial clusters as candidate non-
radiative centers responsible for the quenching of the
w ling: in the particular experiments reported by Giri
et al.

CLASSICAL MOLECULAR DYNAMICS
SIMULATIONS

On the basis of our KMC simulations, we assumed
that W and X centers consist of small I,, (n <5).
However, the particular cluster size and structure of
defects responsible for these PL lines cannot be
inferred from KMC simulations. Therefore, we used
classical molecular dynamics (CMD) simulations to
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Fig. 2. Defect candidates for W (upper row) and X (lower row) PL
centers. Atomic projections on convenient planes are shown to
highlight their symmetry, which is indicated in parenthesis. Si lattice
atoms and Si atoms of the defect are represented by white and blue
spheres, respectively. Differences between -V and /3-V configura-
tions are not evident in the selected projection. For more details see
Ref. 26.

explore the many different atomic configurations of
small I, (n <5). In particular, we used the code
LaMMPs, ¢ describing Si-Si interactions using the
Tersoff 3 empirical potential.!” We introduced a
number n of Si self-interstitials at neighboring
positions in the simulation cells. We carried out
annealing simulations at 1200 K during 25 ns, so
the introduced defects form a I, and its atomic
configuration could evolve.

We found more than 100 configurations for I,
(n <5) from atom dynamics, without assuming any
preestablished defect configuration. Among these,
we selected those with the trigonal symmetry of the
W center,” and the tetragonal symmetry of the X
center.? Selected configurations are shown in Fig. 2.
For the W center, we found a di-interstitial defect
and a tri-interstitial cluster configuration previ-
ously reported by Carvalho et al., known as I5-V.'®
The di-interstitial defect is labeled as I5-V, since it is
very similar to the I3-V defect configuration. It is
noteworthy that the presented I3-I tri-interstitial
cluster was not obtained from our CMD simulations.
As it was previously assigned to the W center by
Carvalho et al.,'® we considered it in our analysis
for completeness. For the X center, we found a tri-
interstitial defect previously reported by Bondi
et al.’®, denoted hereinafter as Is-X, and the tetra-
interstitial cluster configuration proposed by Arai
et al.?° and considered as the X center by Carvalho
et al.,’® denoted hereinafter as I4-A.

Ab Initio SIMULATIONS

To determine whether our selected defects are
compatible with radiative transitions of W and X
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centers, an electronic description of the system is
required, which cannot be afforded by the simula-
tion techniques presented above. We resorted to
ab initio simulations to determine whether the I,
selected from CMD simulations are compatible with
radiative transitions of W and X centers. We used
the vasp code?*? with Perdew—Burke—Ernzerhof
(PBE)—proZ]'ector augmented wave (PAW) pseudopo-
tentials®>** to characterize (1) the electronic band
structure of defects, which shows whether a defect
might favor or not radiative recombinations; (2) the
defect formation energy, in order to obtain the
defect levels within the energy bandgap to relate
them with experimental PL photon energies®”; and
(3) the LVMs, which can be directly compared with
the experimental values observed in PL spectra.?
Since PL lines are associated with radiative
recombinations, the electronic band structure of
defects responsible for W and X PL lines should
favor direct transitions. Figure 3 shows the
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Fig. 3. Band structure modifications induced by (a) k-V and (b) /5-V
defects in their neutral charge state. The band structure of c-Si is
also shown by red dashed lines for comparison.
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calculated electronic band structure of Io-V and
I5-V defects, two of the candidates for the W center,
along with the band structure of ¢-Si for compari-
son. The band structure of Io-V shows two bands
within the energy bandgap, leading to its rejection
as a radiative center. For this reason, we do not
consider the I5-V defect in the discussion below. In
contrast, the band structure of I3-V shows a new
band at the top of the valence band, and the bottom
of the conduction band is modified. These modifica-
tions in the electronic band structure with respect to
c-Si suggest that direct transitions between band
edges might be possible, and so might be radiative
recombinations. The electronic band structures of
I3-1,I3-X, and I4-A (not shown) are also compatible
with radiative recombinations.

Table I summarizes other quantities calculated
from ab initio simulations for the defects in Fig. 2
with band structure compatible with radiative
transitions. For each defect, we report: (1) its

formation energy for neutral charge state, Ef[DO};
(2) its donor level of defects, Ey,,, with respect to the
valence band edge; and (3) the energies of their
LVMs, Ep,. Details of these calculations can be
found in Ref. 26. It is noteworthy that I3-I, consid-
ered by Carvalho et al. as the W center, has the
highest energy of formation among the I3 defects
considered in our study, thus being the most
unstable. In fact, I3-I was not obtained from our
CMD simulations, nor in long-time tight-binding
molecular dynamics simulations.?’

Regarding the energy levels introduced within
the energy bandgap, we found that defects consid-
ered in Table I only have a Ej,, donor level, but no
Ey/_ acceptor level. We estimated the expected
donor level of W and X PL centers from the energy
difference between the c¢-Si bandgap and the exper-
imental photon energies (Epr,), as indicated in Eq. 1.
The exciton binding energy is neglected in Eq. 1, as
it is about one-tenth of the carrier binding energy to
the defect.?®

X d .
Egetl ~ Eg(c—Si, Q)
Low T) — EPL-

Table I. Properties of I3~V I3 -1 I3—X, and I, — A from Fig. 2 obtained from ab initio simulations:
formation energy for neutral configurations (E¢[D’)), calculated and expected donor levels of defects (E, /+)
(see text for details), and high-energy LVMs at the point (Epy)

Line  Defect E;[D (eV) Ey, (eV) Ep;, (meV)
This work Expected This work Experiments
I3-V 6.74 0.13 ~ 0.15 68.2, (59.9, 59.9) 70, 60, 56, 51 (Ref. 2)
Is-1 7.50 0.08 74.8, 74.8, 74.5, 70.8
X I3-X 6.99 0.14 ~ 0.13 62.8, 62.6, (61.6, 61.5) 69.0, 67.9, 66.2 (Ref. 13)
I4-A 7.42 0.19 63.6, (63.2, 63.2), 62.4

Parentheses in Epy, energies group LVMs with equivalent atomic movements.
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Thus, the expected donor levels of W and X PL
centers should be ~ 0.15eV and ~ 0.13 eV, respec-
tively, with respect to the valence band edge,
considering an energy gap for c-Si close to 1.17 eV
(as PL experiments are commonly performed at very
low temperatures ~ 4 Kto20K). Results shown in
Table I indicate that I3-V is in better agreement
with the donor level of the W center than I3-I, while
for the X center the better agreement is for I3-X.

Finally, the LVMs of selected defects can be
directly compared with the peaks that appear in
the phonon side-bands of zero-phonon lines in PL
spectra. Taking into account that generalized gra-
dient approximation (GGA) pseudopotentials tend
to lower the energies of the LVMs,?® the better
agreement among the defect candidates for the W
center is for I3-V, while for the X center both I5-X
and I4-A show very similar values, lying slightly
below experimental results.

CONCLUSIONS

We used a multiscale simulation approach to
identify and characterize I,, configurations as candi-
date W and X photoluminescence centers in ¢-Si. We
found that the so-called I3-V is the most likely
candidate for the W PL center. For the X center, the
so-called I3-X defect seems the most likely candidate,
but we cannot determine this conclusively, as not all
its properties fit the experimental features within
the accuracy of our calculations. Nevertheless, note
that the evolution of the W and X PL results not only
from the evolution of the defects responsible for
them. Other coexisting defects could act as nonra-
diative competitors that could quench the lumines-
cence from the W and X photoluminescence centers
in ¢-Si. Therefore, optimization of the PL intensity
involves not only maximization of radiative defect
formation but also removal of nonradiative defects.
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