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Giant magnetoimpedance (GMI)-based devices offer potential as next-gener-
ation low-cost, flexible, ultrasensitive sensors. They can be used in applica-
tions that include current sensors, field sensors, stress sensors, and others.
Challenging applications involve operation at high temperatures, and there-
fore studies of GMI temperature dependence and performance of soft magnetic
materials are needed. We present a high-temperature GMI study on an
amorphous soft magnetic microwire from room temperature to 560�C. The
GMI ratio was observed to be nearly constant at �86% at low temperatures
and to decrease rapidly at �290�C, finally reaching a near-zero value at 500�C.
The rapid drop in GMI ratio at 290�C is associated with a reduction in the
long-range ferromagnetic order as measured by the spontaneous magnetiza-
tion (M) at the Curie temperature (Tc). We also correlated the impedance with
the magnetic properties of the material. From room temperature to 290�C, the
impedance was found to be proportional to the square root of the magnetiza-
tion to magnetic anisotropy ratio. Lastly, M(T) has been fit using a Handrich–
Kobe model, which describes the system with a modified Brillouin function
and an asymmetrical distribution of exchange interactions. We infer that the
structural fluctuations of the amorphous phase result in a relatively small
asymmetry in the fluctuation parameters.
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permeability, skin effect, amorphous

INTRODUCTION

Amorphous and nanocrystalline soft magnetic
materials exhibit properties that render them suit-
able for applications such as power transformers,
motors, electromagnetic shielding, and sensing
devices.1,2 In the sensors arena, there has been
growing interest in GMI-based sensing devices due
to their low cost, flexibility, and superior sensitivity
compared with current technologies.3,4 While giant
magnetoresistance (GMR)-based sensors have typi-
cal field sensitivity of �1%/Oe, the sensitivity of
GMI-based sensors can be as high as �500%/Oe.3

For magnetic field sensing applications at high
temperatures, such as directional drilling in oil and

gas extraction, soft magnetic materials with good
high-temperature performance are necessary.5 The
interplay between the long-range ferromagnetic
order, the magnetic anisotropy, and the measured
GMI response as a function of temperature is also
very interesting from a fundamental point of view.
Thus, there is a need to study the temperature
dependence of the GMI performance of soft mag-
netic materials.

GMI is a phenomenon in which the electrical
impedance of a conductor under an alternating-
current (AC) field changes in the presence of a
direct-current (DC) magnetic field. As a function of
the external DC magnetic field (H), the GMI ratio is
expressed as

GMIð%Þ ¼ DZ

Z
� 100% ¼ ZðHÞ � ZðHoÞ

ZðHoÞ
� 100%; (1)(Received August 12, 2014; accepted October 8, 2014;
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where Ho is the DC magnetic field that results in
saturation of the electrical impedance.3,4 In the
frequency range of �100 kHz to a few MHz, the
origin of the GMI effect is related to the skin effect,
characterized by a skin depth dm given by

dm ¼
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4p2frl/

q ; (2)

where c is the speed of light, f is the frequency of the
AC field, r is the conductivity, and l/ is the mag-
netic permeability.3 As a function of DC magnetic
field, the change in the magnetic permeability and
the skin depth will result in the GMI effect. From
the simple expression above, one can deduce that
building sensors with large GMI ratio will require
soft magnets with high transverse (ribbon) or cir-
cumferential (wire) magnetic permeability.

Studies on the temperature dependence of GMI
invoke discussions of the exchange interaction and
the magnetic anisotropy of the system. Previous
works on the temperature effect on GMI have
mostly considered the range below room tempera-
ture, where the lower GMI ratio is correlated with a
reduction in magnetic permeability due to the
stronger exchange interactions and larger magnetic
anisotropy.6–9 Above room temperature and below
the Curie temperature Tc

am, thermal fluctuation
weakens the exchange interactions and relieves
structural stress, resulting in temperature depen-
dence of the magnetic permeability of the
material.10,11

Using the Handrich–Kobe model12,13 with the
modified Brillouin function developed by Gallagher
et al., the magnetization curve as a function of
temperature, M(T), can be fit using an asymmetrical
distribution of the exchange interactions.14 The
asymmetry was proposed based on knowledge of the
Bethe–Slater curve, and better fitting to the M(T)
curve was obtained by using two distribution
parameters. Based on the fitting result, these two
distribution parameters can provide insight into the
structural fluctuations and their consequent influ-
ence on exchange interactions in an amorphous
alloy system.15

EXPERIMENTAL PROCEDURES

The amorphous microwire with composition
(Co94Fe6)72.75Si12.25B13.25Cr1.75 studied in this work
was prepared using the in-rotating-water quench-
ing technique. The details of the processing tech-
nique have been described in prior work.16–18 The
diameter of the microwire was measured to be
80 lm. Our high-temperature GMI setup consists of
a Thermolyne 21100 tube furnace, an Agi-
lent 4285A impedance analyzer, and a Hewlett
Packard 6031A DC power supply and solenoid with
16 turns/cm, capable of generating DC magnetic
fields up to 220 Oe. The frequency of the AC field in
our measurements was set to 2 MHz, where we

found our GMI ratio to be highest. For our high-
temperature GMI measurements, 15 cm of micro-
wire was connected to the impedance analyzer in
the four-point probe arrangement. Data acquisition
was performed for decreasing temperature from
560�C to 20�C at intervals of 30�C. Curves of GMI
versus T and Zmag versus T were obtained by plot-
ting the GMI ratio and the magnetic component of
the impedance, both at zero applied field (H = 0 Oe),
respectively, as functions of temperature. Zmag here
is defined as the difference between the measured
electrical impedance and the impedance at the sat-
uration state. The magnetization versus tempera-
ture curve was obtained using a Quantum Design
physical property measurement system (PPMS).

RESULTS AND DISCUSSION

At room temperature (20�C), the GMI ratio of
(Co94Fe6)72.75Si12.25B13.25Cr1.75 amorphous micro-
wire was found to be 86.8% (Fig. 1a). This value
showed very small variation (±2%) up to 260�C.
Above 260�C, the GMI ratio started to decrease, and
the drop became more substantial in the 290�C to
320�C temperature range. In this temperature
range, the GMI ratio was also observed to be very
sensitive to slight temperature fluctuations, as
shown by the error bar at 290�C. Finally, above
500�C, the GMI ratio reached a near-zero value. The
data suggest the presence of a ‘‘GMI tail’’ at 320�C to
500�C similar to the Curie tail that has been
observed in magnetization versus temperature
curves.15,19,20 This observation, along with the large
spread of data points at 290�C, indicates that the
GMI measurement is very sensitive to minute
changes in the magnetic state of the material.3,4

GMI versus applied field curves at a few selected
temperatures are shown in Fig. 1b. The peaks of
these curves lie below 0.5 Oe, and are shown in the
inset.

The rapid decrease in the GMI ratio at �290�C
(Fig. 1a) correlates well with the collapse of the
magnetization at the Curie temperature of the
amorphous phase Tc

am at �282�C (Fig. 2). A work by
Chiriac et al. also found that the GMI ratio of
Co68.15Fe4.35Si12.5B15 amorphous microwire
decreases to a near-zero value above Tc

am.11 Chen
et al. reported a similar observation in a high-tem-
perature GMI study on nanocrystalline Fe73.0-

Cu1.0Nb2.5V1.0Si13.5B9.0 ribbon.10 In their work,
however, a GMI peak was observed at a tempera-
ture near Tc

am. At temperatures higher than Tc
am,

the ferromagnetic to paramagnetic transition of the
amorphous phase results in uncoupling of the
magnetization of the crystalline phase. From both a
scientific and engineering point of view, this is a
very important finding. Since the Curie tempera-
ture of the amorphous phase (Tc

am) is typically lower
than that of the crystalline phase (Tc

xtal), Tc
am would

practically be the upper temperature limit above
which GMI devices will fail to operate.
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Figure 3 shows a quantitative comparison
between the profile of M versus T and GMI versus T
curves. Here, we approximate Tc

am by using the
inflection point (Tinf), i.e., the temperature at which
the gradient of the curve changes sign.21,22 By tak-
ing the second derivative of both curves, we
obtained 272�C and 277�C as Tinf for the M versus T
and GMI versus T curve, respectively. Two
observable peaks for each curve can also be used to
determine the temperature range where the mag-
netization and GMI decrease most rapidly, i.e.,
262�C to 272�C and 260�C to 300�C, respectively.
The second-derivative curve of the M versus T curve
exhibits a much sharper feature than that of the
GMI versus T curve, due in part to the relatively
larger temperature step used during the measure-
ment of the latter (DT = 30�C).

Previous works have studied the relationship
between the impedance and the magnetic perme-
ability.6,11 One can go further and correlate the
impedance with the magnetization and the mag-
netic anisotropy of the material as follows:

ZmagðTÞ /
1

dmðTÞ
/ l/ðTÞ1=2 /

MsðTÞ
HkðTÞ

� �1=2
(3)

The magnetic anisotropy of a material can be
extracted from its GMI profile. By plotting the ap-
plied field that results in the maximum GMI value
(Fig. 1b) as a function of temperature, the magnetic
anisotropy (Hk versus T) curve was estimated based
upon arguments presented in prior published works
(Fig. 4).10,23 At the anisotropy field, the magnetic
permeability changes most abruptly due to the
switching of the magnetization dynamics from
domain wall motion to magnetization rotation.24,25

Figure 4 shows a decreasing magnetic anisotropy
with increasing temperature in the 20�C to 290�C
range. Close to Tc

am (290�C), the magnetic anisot-
ropy drops rapidly and becomes unobservable at
higher temperature.

Chiriac et al. directly measured the temperature-
dependent circumferential permeability and corre-
lated it with the observed GMI.11 In this work, we
obtained the temperature-dependent magnetic
anisotropy (l/ versus T) indirectly by taking the
ratio of the magnetization (M versus T) to the
magnetic anisotropy (Hk versus T). This step
implicitly assumes: (1) the magnetization curve ob-
tained with DC magnetic field (static mode) and AC
magnetic field (dynamic mode) exhibit the same

Fig. 1. (a) GMI versus temperature curve of (Co94Fe6)72.75Si12.25B13.25Cr1.75 amorphous microwire. The GMI ratio was observed to be constant
from room temperature up to �260�C. A rapid drop in GMI ratio occurs at �290�C, and a near-zero value (0.72%) at saturation is reached at
500�C. The error bars denote the distribution of data points from five independent measurements. (b) GMI versus applied field curves at a few
selected temperatures. The inset shows the magnified GMI versus applied field curves, exhibiting peaks at very small applied field (<0.5 Oe).

Fig. 2. Magnetization versus temperature curve of (Co94Fe6)72.75-

Si12.25B13.25Cr1.75 amorphous microwire. The Curie temperature of
the amorphous phase Tc

am was found to be �282�C. Applied field of
100 Oe was used during the measurements.

Fig. 3. Second derivative of M versus T curve and GMI versus T
curve. The zero crossing for M versus T and GMI versus T lies at
272�C and 277�C, respectively (plotted in arbitrary units).
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temperature dependence, and (2) the anisotropy
field along the longitudinal axis has the same tem-
perature dependence as the anisotropy field along
the circumferential direction. Figure 5 shows the
magnetic component of the impedance and the
square root of the magnetization to magnetic
anisotropy ratio as functions of temperature with
arbitrary units. Their similar temperature depen-
dence agrees with the expression in Eq. 3. From
room temperature to 260�C, a small variation in the
impedance and the magnetization to magnetic
anisotropy ratio were observed. At Tc

am (290�C), both
curves drop rapidly, consistent with the postulate
that the magnetic coupling collapses at this tem-
perature and thus results in a large decrease of the
magnetic permeability.10,11

The typical Tc
am values of amorphous Fe-rich and

Co-rich alloys are in the 200�C to 400�C range, though
higher Tc values are observed in closer to equiatomic
materials.27,28 Based on the Bethe–Slater curve, the
highest Tc

am in the Fe-Co system lies in the Co-rich
side. The fact that the Tc

am of the amorphous alloy
studied in this work (�290�C) is much lower than the
Tc

am of pure Fe (767�C) orpureCo (1127�C) is due to the
reduction in the number of exchange bonds between
Fe-Fe, Co-Co, and Fe-Co which results from alloying
these elements with the glass formers (e.g., Nb, B).26

Inessence, the Tc
am ofan amorphous alloy isdependent

on key factors such as the number, type, and strength
of exchange bonds between the constituents.

To study the distribution of the exchange inter-
actions in our (Co94Fe6)72.75Si12.25B13.25Cr1.75

amorphous microwire, we used the Handrich–Kobe
model with a modified Brillouin function to fit the M
versus T curve. In the original version of the theory,
Handrich and Kobe proposed an expression that
describes the magnetization as a function of tem-
perature as12,13

rðTÞ ¼ 1

2
fBsð½1þ d�xÞ þ Bsð½1� d�xÞg; (4)

where

x ¼ 3S

Sþ 1

r
t

and t ¼ T

Tc
; (5)

with r(T) being the reduced magnetization, defined
as r(T) = M(T)/M(0). The fluctuation parameter d is
related to the exchange interaction fluctuation DJ
by d = (hDJi2/hJi2)0.5. However, a better fit to our M
versus T curve was obtained using two fluctuation
parameters, d+ and d�, resulting in an asymmetrical
distribution of exchange interactions (Fig. 6). As
developed by Gallagher et al., the modified Hand-
rich–Kobe model is now14,15:

rðTÞ ¼ 1

2
fBsð½1þ dþ�xÞ þ Bsð½1� d��xÞg: (6)

The Bethe–Slater curve explains the dependence of
the exchange interaction on the interatomic spac-
ing. For systems in the amorphous state, the fluc-
tuation in interatomic spacing can result in an
asymmetric distribution of exchange interaction.14

The best fit to our M versus T curve was obtained
with d+ = 0.012 and d� = 0.05. These fluctuation
parameters show relatively small asymmetry in the
distribution of exchange interactions compared with
previous studies.14,15 This result corresponds well
with the insensitivity of Co-Fe alloys (relative to

Fig. 4. Magnetic anisotropy (Hk) plotted as a function of temperature.
Above Tc

am (290�C), the magnetic anisotropy was unobservable.

Fig. 5. Comparison of Zmag versus T and Ms

Hk

� �1=2

versus T with

arbitrary units. The Ms

Hk

� �1=2

curve shown here is from room temper-

ature to Tc
am (290�C).

Fig. 6. Handrich–Kobe model with modified Brillouin function using
asymmetrical distribution of exchange interactions to fit the M(T)
curve. The best fit was obtained for d+ = 0.012 and d� = 0.05.
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Fe-rich alloys) to fluctuation, since these systems lie
nearer the peak in the Bethe–Slater curve.14

GMI has also been studied in nanocomposite
alloys.29–31 The temperature dependence of the GMI
in Co-based nanocomposite alloys will be more
complicated as: (1) the exchange coupling32 between
the amorphous and nanocrystalline phases and the
T dependence of the induced anisotropies must be
considered;33,34 (2) multiple crystalline phases are
observed to form, some of which are highly faul-
ted;32,35–37 and (3) relatively large induced aniso-
tropies are obtainable through magnetic field or
strain annealing.34,38 This richer T dependence will
be explored further in future publications.

CONCLUSIONS

The temperature dependence of the GMI perfor-
mance of a (Co94Fe6)72.75Si12.25B13.25Cr1.75 amor-
phous microwire is presented. The rapid decrease of
the GMI ratio is correlated with the collapse of the
magnetization of the amorphous phase at Tc

am. This
finding is of special importance since Tc

am is found to
be the upper limit for operation of GMI devices.
Future works on soft magnetic materials with
improved Tc

am will open doors to utilization of GMI-
based sensing devices in extreme temperature
environments. From the theoretical point of view,
we correlated the impedance with the magnetiza-
tion and the magnetic anisotropy of the material.
Our finding shows that the impedance is propor-
tional to the square root of the magnetization to
magnetic anisotropy ratio from room temperature to
Tc

am. Using the modified Handrich–Kobe model to fit
our magnetization data, we found low asymmetry in
the distribution of the exchange interactions in our
system. This finding agrees with the stability of
Co-Fe alloys with respect to structural fluctuation
based on knowledge of the Bethe–Slater curve.
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