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In an earlier work, a fundamental mathematical model was proposed for side-blowing operation
in the argon–oxygen decarburization (AOD) process. The purpose of this work is to present a
new model, which focuses on the reactions during top-blowing in the AOD process. The model
considers chemical reaction rate phenomena between the gas jet and the metal bath as well as
between the gas jet and metal droplets. The rate expressions were formulated according to a law
of mass action-based method, which accounts for the mass-transfer resistances in the liquid
metal, gas, and slag phases. The generation rate of the metal droplets was related to the blowing
number theory. This paper presents the description of the model, while validation and
preliminary results are presented in the second part of this work.
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I. INTRODUCTION

THE argon–oxygen decarburization (AOD) process
is the most common process for the refining of stainless
steel.[1] Owing to violent agitation caused by the high
blowing rates, the AOD vessel has very good mixing
characteristics.[2–5] Nowadays, top-blowing is employed
in conjunction with side-blowing in the early part of the
decarburization stage in order to maximize oxygen
delivery into the melt.[6] As illustrated in Figure 1, two
main reaction areas can be identified during combined
blowing: (1) inside the gas plume, and (2) on the surface
of the bath, including metal droplets.[7,8]

Numerous reaction models have been proposed for
the decarburization[8–37] and nitrification[7,38–40] of steel
in an AOD vessel. The majority of the models applicable
for side-blowing decarburization have been reviewed
elsewhere.[21,41] Despite the vast number of reaction
models available, there are only a few models that
explicitly address the reactions during top-blowing in
the AOD process. Arguably the most relevant examples
found in the literature are those proposed by Watanabe
and Tohge,[9] Tohge et al.,[17] Kikuchi et al.,[23,42] and
Wei et al.[8,21,22,26,28] Some similarities in the modeling
setting can be found in the reaction models proposed for
the VOD process.[41,43] To summarize, it can be stated
that the top-blowing models proposed so far are capable
of predicting the decarburization with a reasonable

degree of accuracy and have laid the basic foundations
for further investigations. However, more research is
required along these lines in order to obtain information
on the related reaction interfaces and chemical reaction
rate phenomena.
In our previous work,[29,30] a fundamental model was

proposed and validated for the reactions inside the bath
during side-blowing in the AOD process. Consequently,
the aim of this work was to extend the original model by
developing a mathematical model for reactions during
top-blowing. In order to provide more information on
the controlling mechanisms and dynamics of decarbur-
ization during top-blowing, the model combines the
transient solution of multicomponent equilibria with a
description of the constraining mass transfer. This paper
presents the description of the model, while validation
and preliminary results are presented in the second part
of this work.[44]

II. DERIVATION OF THE MODEL

The model was programmed using C++, and the
main assumptions can be summarized as follows:

1. The top-blown oxygen may react with iron and the
species dissolved in iron, dissolve in the metal bath,
or escape through the gas exit.

2. Reactions between gas, metal, and slag species take
place simultaneously at the surface of the cavity as
well as at surface of the metal droplets generated due
to top-blowing.

3. Owing to the high temperature, the reaction rates are
assumed to be limited by mass transfer onto and
from the reaction interfaces, and hence the reaction
interfaces are able to reach their constrained ther-
modynamic equilibrium at any given moment.

4. Conservation of mass and heat is solved succes-
sively.
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The liquid metal phase is assumed to consist of Fe as
the solvent and Cr, Mn, Si, C, O, N, Ni, Al, and S as
solutes. The gas phase consists of O2, CO, CO2, N2, and
Ar. The slag phase consists of FeO, Cr2O3, MnO, SiO2,
CaO, MgO, Al2O3, CaF2, and MeOx, which is a generic
oxide and depicts the residual species. The reaction
system considered is defined by the following reactions:

fO2g Ð 2½O�; ½1�

½C� þ 1

2
fO2g Ð fCOg; ½2�

½C� þ fO2g Ð fCO2g; ½3�

FeðlÞ þ
1

2
fO2g Ð ðFeOÞ; ½4�

2½Cr� þ 3

2
fO2g Ð ðCr2O3Þ; ½5�

½Mn� þ 1

2
fO2g Ð ðMnOÞ; ½6�

½Si� þ fO2g Ð ðSiO2Þ: ½7�

The rate expressions were formulated as reversible
according to a modified Law of Mass Action, a
method that has been discussed more comprehensively
in our earlier work.[45,46] More specifically, the rate
expressions are defined such that concentrations are
replaced with activities and partial pressures, as illus-
trated below for the oxidation of the dissolved carbon
to carbon monoxide:

R00 ¼ kf a½C�p
1=2
O2

� pCO
K

� �
; ½8�

where kf is the forward reaction rate coefficient, a[C] is
the activity of dissolved carbon, pO2

is the partial pres-
sure of gaseous oxygen, and K is the equilibrium
constant.

A. Conservation of Mass

The observed system consists of gas input, gas exit,
two reaction interfaces, and three bulk volumes, as
shown in Figure 2. It should be noted that the reaction
interfaces have neither thickness nor mass.

It has been proposed that during simple side-blowing,
post-combustion takes place in the off-gas flue, but not
in the AOD vessel itself.[47] However, during combined
top- and side-blowing, a part of the top-blown oxygen
may be consumed in the post-combustion of CO to CO2

before the gas jet impacts the bath surface.[8] In order to

simplify the modeling setting, the model proposed in this
paper considers post-combustion only at the reaction
interfaces. Because the entrainment of cold air from the
atmosphere outside the vessel can be neglected under
normal operating conditions,[48] the top-lance and the
tuyères can be taken as the only gas inputs of the system.
More specifically, it was assumed that the side-blown
gas exits the metal bath through the plume eye and
comes into contact with the top-blown gas. The mass
flow of gaseous species through the top lance into the
observed system is given by

_mG;in;lance ¼ _VG;lanceqG;STP; ½9�

where _VG;lance is the volumetric gas flow rate through
top lance (in Nm3/s) and qG; STP is the density of the
gas mixture under standard temperature and pressure
according to the DIN 1343 standard[49]: 273.15 K
(0 �C) and 101325 Pa. The model is coupled with the
earlier-proposed model for side-blowing decarburiza-
tion,[29] which calculates the mass flow of gaseous spe-
cies from the plume eye (into the observed system). In
the case of inert gases, the mass flow rate of gas from
the plume eye is equal to the mass flow rate of gas
from the tuyères. Preventing the suction of atmo-
spheric gas, the mass flux of gas exiting the system is
obtained from

Tuyères

Top lance

Gas 
plume

Metal bath

Slag

Gas 
jets

Fig. 1—Schematic illustration of combined blowing in an AOD vessel.
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_mG;out ¼max _mG; in;lanceþ _mG; in;plume|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
gas injection

� _mG; cav� _mG;md;|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
gas consumption

0

0
B@

1
CA;

½10�

where _mG;in;plume is the mass flow of gas from the
plume eye, _mG;cav; is the mass flow of gas from the
cavity interface, and _mG;md is the mass flow of gas
from the metal droplet interface. In order to avoid the
mathematical complexity of the Maxwell–Stefan equa-
tions and the generalized Fick’s law, an effective diffu-
sion model was employed.[50] The conservation of
species at the two reaction interfaces is defined by the
reaction rates and mass-transfer rates onto and from
the reaction surfaces. Employing a first-order upwind
scheme for the Stefan flow, the conservation of species
i in phase w at reaction interface x is given by

bi;w;xqw;xðyi;B�y�i;xÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
masstransport

þmaxðm00
w;x;0Þyi;B�maxð�m00

w;x;0Þy�i;x|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Stefan flow

þ
Xr

k¼1

R00
k;x�mi;k

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
chemical reactions

¼ 0;

½11�

where b is the mass-transfer coefficient, q is the den-
sity, yi;B is the mass fraction of species i in the bulk
phase (i.e., metal bath, gas jet, or top slag), yi,x

* is the
interfacial mass fraction of species i, m¢¢ is the total
mass flux, R¢¢ is the reaction rate, and �m is the mass-
based stoichiometric coefficient. It should be noted
that all properties are specific to the reaction interface
in question. In order to account for conservation of
mass within the metal droplets, the following expres-
sion is employed for species in the metal phase at the
metal droplet interface:

mmd

Amd�tmd
�m00

L;md

� �
�gi;M;md yi;bath�y�i;md

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
mass transport

þm00
L;mdyi;bath|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
Stefan flow

þ
Xr

k¼1

R00
k;md�mi;k

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
chemical reactions

¼ 0;

½12�

where mmd, Amd, and �tmd are the mass, surface area,
and average residence time of the metal droplets,
respectively, and �gi;M;md is the average microkinetic
efficiency for mass transfer of species i in the metal
droplets. The total mass flux of the metal phase is sub-
ject to the constraint m00

L;md �
mmd

Amd�tmd
: The average

microkinetic efficiency was calculated based on the
average residence time of the metal droplets:

�gi;M;md ¼
yi;bath�yi;md

yi;bath�y�i;md

¼ 1� exp �bi;L;md

Amd

Vmd

�tmd

� �
;

½13�

where yi,md is the composition of species i in the metal
droplets. The mass-based stoichiometric coefficients �mi;k
are defined in relation to key components:

�mi;k ¼ mi;k
Mi

MK;k
; ½14�

where mi,k is the stoichiometric coefficient of species i
in reaction k, MK;k is the molar mass of the key com-
ponent of reaction k, and Mi is the molar mass of spe-
cies i. The key components of the reactions shown in
Eqs. [1] through [7] are O2, C, C, Fe, Cr, Mn, and Si,
respectively. The total mass flux of phase w at reaction
interface x is given by

m00
w;x ¼�

Xn
i¼1

Xr

k¼1

Ci;wR
00
k;x�mi;k; ½15�

where Ci;w is a binary operator, which is defined as 1 if
species i is in phase w and 0 otherwise. The total mass
flows _mw;x are obtained by multiplying the mass flux
m00

w;xmw,x¢¢ by the corresponding interfacial area Ax.

Employing the implicit Euler method for time integra-
tion, the conservation of species i in the metal bath,
top-blown gas, and top slag is defined by Eqs. [16]
through [18], respectively.

Gas input Gas exit

Gas jet

Cavity 
interface

Metal droplet 
interface

Top slagMetal bath

Liquid phase
Gas phase
Slag phase

Reaction interface
Bulk phase
Input / Exit

Fig. 2—Schematic illustration of the interaction of the reaction
interfaces.
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�bi;L;cavqL;cavAcav yi;bath�y�i;cav

� �
�max m00

L;cav;0
� �

Acavyi;bath

þmax �m00
L;cav;0

� �
Acavy

�
i;cav

� mmd

�tmd
�m00

L;mdAmd

� �
�gi;M;md yi;bath�y�i;md

� �

�m00
L;mdAmdyi;bath�

mbathyi;bath�mt�Dt
bath y

t�Dt
i;bath

Dt
¼ 0

½16�

X
x

�bi;G;xqG;xAx yi;jet�y�i;x

� �
�max m00

G;x;0
� �

Axyi;jet

h

þmax �m00
G;x;0

� �
Axy

�
i;x

i
þ _mG;in;lanceyi;in;lance

þ _mG;in;plumeyi;in;plume� _mG;outyi;jet

�
mjetyi;jet�mt�Dt

jet yt�Dt
i;jet

Dt
¼ 0; ½17�

X
x

�bi;S;xqS;xAx yi;slag�y�i;x

� �
�max m00

S;x;0
� �

Axyi;slag

h

þmax �m00
S;x;0

� �
Axy

�
i;x

i
�
mslagyi;slag�mt�Dt

slag yt�Dt
i;slag

Dt
¼ 0;

½18�

where mbath, mjet, and mslag are the masses of the metal
bath, gas jet, and top slag, respectively; and Dt is the
time step. The conservation equations for the total
mass of the bulk phases (for the metal bath, gas jet,
and top slag) are defined correspondingly by summa-
tion of the mass transport terms and fluxes of species
that are relevant to the bulk phase in question. Metal
losses to dust were not accounted for as their effect on
the composition of the metal bath is negligible.

B. Conservation of Heat

Temperature increase is defined by the difference in
heat generation and heat losses. While heat is gener-
ated by exothermic reactions, it is consumed by

endothermic reactions as well as heat losses through
the refractory lining, and top slag, and exiting gas. The
conservation of heat at the cavity interface is defined
according to

aL;cavðTbath � T�
cavÞ þ aG;cavðTjet � T�

cavÞ þ aS;cavðTslag � T�
cavÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

heat transport

�
Xr

k¼1

R00
k;cavDhk

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
chemical reactions

¼ 0

½19�

where a is the heat-transfer coefficient, Tbath is the
temperature of the metal bath, Tcav

* is the temperature
of the cavity reaction interface, Tjet is the temperature
of the gas jet, and Dhk is the specific reaction enthalpy
of reaction k. The conservation of heat at the metal
droplet interface was defined according to
where Tmd

* is the interfacial temperature of the metal

droplets, and �gH;md is the average microkinetic effi-
ciency of heat transfer in the metal droplets:

�gH;md ¼ Tbath � Tmd

Tbath � T�
md

¼ 1� exp �aL;md
Amd

mmdcp;L
�tmd

� �
;

½21�

where Tmd is the temperature of the metal droplets.
Employing the implicit Euler method for time integra-
tion, the conservations of heat in the metal bath, in
the top-blown gas, and in the top slag can be
expressed according to Eqs. [22] through [24], respec-
tively.

� aL;cavAcavðTbath � T�
cavÞ �

mmd

�tmd
cp;L�gH;mdðTbath � T�

mdÞ

�
X
x

Xn
i¼1

Xr

k¼1

Ci;LR
00
k;x�mi;kAxcp;iðTbath � T�

xÞ

� qliningAlining �mbathcp;bath
Tbath � Tt�Dt

bath

Dt
¼ 0;

½22�

mmd

Amd�tmd
cp;L�gH;mdðTbath � T�

mdÞ þ aG;mdðTjet � T�
mdÞ þ aS;mdðTslag � T�

mdÞ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

heat transport

�
Xr

k¼1

R00
k;mdDhk

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
chemical reactions

¼ 0
½20�
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X
x

�aG;xAx Tjet � T�
x

� �
�
Xn
i¼1

Xr

k¼1

Ci;GR
00
k;x�mi;kAxcp;i Tjet � T�

x

� �
" #

� _mG;in;lance

ZTjet

Tin;lance

cp;lancedT� _mG;in;plume

ZTjet

Tplume

cp;plumedT

�mjetcp;jet
Tjet � Tt�Dt

jet

Dt
¼ 0;

½23�

X
x

�aS;xAx Tslag � T�
x

� �
�
Xn
i¼1

Xr

k¼1

Ci;SR
00
k;x�mi;kAxcp;i Tslag � T�

x

� �
" #

� qslagAslag �mslagcp;slag
Tslag � Tt�Dt

slag

Dt
¼ 0;

½24�

where qlining is the heat flux through the refractory lining,
Alining is the surface area of the refractory lining, qslag is
the heat flux through the slag, and Aslag is the cross-sec-
tional surface area of the top slag. The values of Alining

and Aslag are calculated based on the geometry of the sim-
ulated converter. The heat flux through the refractory lin-
ing was set to qlining = 12,500 W/m2 as in our previous
work.[29] The heat losses through the slag were deter-
mined on the basis of radiative heat transfer through the
mouth of the vessel. Neglecting back-radiation, the radia-
tive heat flux can be calculated as follows[51]:

qslag ¼
rT4

slag

AslagþAmouth�2AslagF

Amouth�AslagF2 þ 1
eS
� 1

� �h i ; ½25�

where r is the Stefan–Boltzmann constant; F is the view
factor between the top slag and the converter mouth;
Amouth is the cross-sectional area of the vessel mouth;
and eS is the emissivity of the slag phase, which was
assumed to be eS = 0.95. The view factor for the top
slag in relation to the vessel mouth is determined by[51]

F ¼ 1

2r2slag
z2 þ r2slag þ r2mouth � z2 þ r2slag þ r2mouth

� �2

q

	


�4r2slagr
2
mouth

o1=2
�
;

½26�

where z is the distance between the top slag and the ves-
sel mouth, rslag is the radius of the top slag, and rmouth is
the radius of the vessel mouth. The cooling effect of the
side-blown gas on the metal bath temperature is calcu-
lated separately by the earlier-proposed model for
side-blowing decarburization[29] and is not repeated
here.

C. Geometry of the Cavity

The gas jet exits the lance nozzle at a supersonic
velocity, but starts to spread and lose its velocity after

the supersonic core. The entrainment of gases from the
ambient atmosphere affects the gas jet not only by
decreasing its velocity, but also by increasing its mass
flow, and—if the ambient temperature is higher than
that of the gas jet—by increasing its temperature.[52]

Considering that the length of the supersonic region is
typically 20 to 30 times the nozzle exit diameter at
steelmaking temperatures,[53] it is apparent that the gas
jet impacts the surface of the metal bath at subsonic
velocity. Upon impact, the momentum of the gas jet
forms a cavity on the bath surface,[53] while the liquid
metal outside the cavity is pushed toward the refractory
walls of the vessel in the radial direction.[5]

Molloy[54] distinguished three cavity modes, namely,
dimpling, splashing, and penetrating. Dimpling refers to
mere depression of the surface without droplet forma-
tion, while outwardly directed splashes start to form the
edges of the depression when the mode changes to
splashing. In the penetrating mode, the penetration
depth is deeper, and outwardly directed splashes are
reduced. The different modes can also be distinguished
based on the frequency and amplitude of the cavity
oscillation.[55] Figure 3 presents a schematic illustration
of the gas jet impact area with a one-hole lance in the
splashing mode.

Metal flow

Slag

Metal bath

Top lance

hcav

Gas jet

rcav

Metal droplets

uj

hlance

Fig. 3—Schematic illustration of the gas jet impact area with a one-
hole lance.

1854—VOLUME 48B, JUNE 2017 METALLURGICAL AND MATERIALS TRANSACTIONS B



In this work, the modeling setting was simplified by
defining the reaction area between the gas jet and the
metal bath as the surface area of the cavity. Because the
surface of the cavity is in oscillating motion, the analysis
must be based on quasi-steady-state flow condi-
tions.[53,56] It has been suggested that chemical reac-
tions[57,58] and the interference of top slag[57] do not
affect the geometry of the cavity to a significant extent
and on this account their effect was excluded in this
work. In accordance with Cheslak et al.,[59] it was
assumed that the geometry of the cavity follows the
form of a paraboloid of revolution with an impact
radius of rcav and an impinging depth of hcav (see
Figure 3). The surface area of the paraboloid of
revolution, excluding its base, can be calculated as
follows[60]:

Acav;1 ¼
p
6

rcav
h2cav

r2cav þ 4h2cav
� �3=2�r3cav

h i
: ½27�

For a three-hole lance, the geometry is slightly more
complicated. Depending on the inclination angle of the
gas jets, the gas jets may either coalesce and form only

one large cavity, or penetrate the bath surface as three
separate jets, whereupon each gas jet will form its own
cavity.[61,62] Even if the gas jets do not coalesce, the cavi-
ties may still coalesce provided that they are sufficiently
close to each other[63] as shown in Figure 4. Observa-
tions with high-speed cameras[64] suggest that the cavi-
ties remain noncoalescing when the inclination angle is
greater than 10 deg. In this work, it is assumed that the
gas jets do not coalesce and that the number of cavities
is equal to the number of the gas jets (see Figure 4(a)).
Therefore, the total surface area of the cavities caused
by a multihole lance can be calculated simply by multi-
plying the surface area of a single cavity with the num-
ber of exit ports in the top lance[52,65]:

Acav ¼ nlance � Acav;1: ½28�

The effects of various operating parameters on the depth
and form of the cavity have been studied extensively. In
this work, the correlations for the geometry of the cavity
were taken from Koria and Lange.[63] The equations
required for calculating the depth and radius of the cavity
are given in Table I. These are based on a dimensional
analysis of experimental data on the penetration of oxy-
gen jets in molten pig iron and pure iron-carbon alloys
with both single- and multihole lances.[63] It should be
noted that Eq. [35] is applicable only for diatomic ideal
gases (e.g., O2 or N2) and their mixtures. For other gas
mixtures, a more general expression for _mt can be derived
based on the equations presented by Koria.[66]

D. Droplet Generation

The generation of metal droplets during top-blowing is
important for steelmaking processes, because it brings
about a considerable increase in the interfacial area
available to chemical reactions.[67] The contribution of
metal droplets to the decarburization rate during
top-blowing in the AOD process has been acknowledged
likewise.[7,8,23,42,68–70] However, foaming of the AOD slag
does take place under typical operating conditions.
Considering the high blowing rates and high viscosity of
the slag, the behavior of slag should be somewhere

cav cav

 cav

Noncoalescing cavities

Coalescing cavities

cav

cavcav

Gas jet 
impact point

Lance 
central 
axis

θ

(b)

(a)

Fig. 4—Schematic illustration of the gas jet impact area with a
3-hole lance with noncoalescing (a) and coalescing (b) cavities.

Table I. Equations for Calculating the Geometry of the
Cavity[63]

Equation Symbols

hcav ¼ 4:469 _M0:66
h hlance [29]

rcav ¼ 0:5� 2:813 _M0:282
d hlance [30]

_Mh ¼ _mn cos h
qLgh

3
lance

[31]

_Md ¼ _mt

qLgh
3
lance

1þ sin hð Þ [32] A

_Md ¼ nlance _mn sin h
qLgh

3
lance

[33] B

_mn ¼ _mt

nlance
[34]

_mt ¼ 0:7854nlanced
2
t pamb 1:27 p0

pamb
� 1

� �
[35] C

A = diameter of a single cavity.
B = diameter of multiple cavities.
C = pressures in Pa.
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between a void-free and an expanded slag. In such cases,
the gas void fraction would depend on the gas velocity.[71]

Different mechanisms contribute to generation of
metal droplets. If the momentum flux of the top-blown
gas jet is sufficiently high, the liquid surface becomes
unstable and the splashing of metal droplets occurs.[72]

Standish and He[73] identified two regions of droplet
generation: dropping and swarming. In the dropping
region, single droplets are gradually formed and ejected.
This is the mechanism of droplet generation when the
gas flow rate is relatively low. When the gas flow rate is
increased past a certain limit, the system reaches the
swarming region and the mechanism of droplet gener-
ation changes so that not only single droplets but also
large tears of liquid phase are ejected from the bath.
Generation of metal droplets is also caused by
side-blowing through a mechanism referred to as bubble
bursting.[74–77] This phenomenon occurs when a rising
gas bubble reaches the surface of the metal bath and
bursts creating very small metal droplets from the thin
film of metal around the bubble.[74–77] A related mech-
anism is the entrainment of large droplets due to jet
formation, which is caused by the collapsing of the
cavity after the rupture of the iron film.[76]

The secondary break-up of the metal droplets can
occur due to various reasons, e.g., due to the aerody-
namic forces of the gas jet,[78] impact on the slag layer[79]

or bursting resulting from spontaneous CO nucleation
within the droplet.[80] In the absence of suitable quanti-
tative descriptions for the break-up mechanisms and due
to uncertainties related to the trajectories of the
droplets, the effect of the various break-up mechanisms
on the droplet size distribution was not accounted for.

Based on the available knowledge, the lifespan of the
metal droplets was assumed to consist of three successive
steps. At first, the metal droplets are generated at the
vicinity of the cavity, from which they are ejected onto a
gas–metal–slag emulsion. This also includes metal dro-
plets, which have been ejected into the atmosphere and
land on the emulsion. Thereafter, the metal droplets pass
though the emulsion layer, reacting simultaneously with
gas and slag species. Finally, the metal droplets return to
the metal bath, where they mix with the metal bath
immediately. Based on experimental findings[81] it was
assumed that the initial composition of the metal droplets
corresponds to the bulk composition. Furthermore, the
metal droplets were assumed to be spherical in geometry.
This assumption should hold well for small droplets,[82]

which are expected to form the majority of the surface
area. Considering the distribution of emulsified metal
droplets residing in the emulsion, their mass and surface
area are obtained from the following equations:

mmd ¼
X
i

mmd;i; ½36�

Amd ¼
X
i

6mmd;i

dmd;iqL
; ½37�

where mmd,i and dmd,i are the mass and diameter of the
droplet size class i, respectively. As a matter of

practice, the droplet distribution was calculated from a
diameter of 0.1 mm up to the diameter corresponding
to the largest 99.9 pct by weight using a step size of
0.1 mm. The mass of droplets in the size class i resid-
ing in the emulsion can be solved from

mmd;i ¼ fmd;i _mmdmin tmd;i; t
� �

; ½38�

where fmd,i, _mmd and tmd,i are the mass fraction of size class
i at place of birth, the metal droplet generation rate and
the residence time of size class i, respectively, and t is the
time. The Sauter mean diameter of the metal droplets resid-
ing in the emulsion at a given moment is obtained from

d32;md ¼ 6mmd

qLAmd
: ½39�

1. Droplet generation rate
The blowing number, which relates the intensity of

the jet momentum to the properties of the liquid metal,
is defined by the following expression[67]:

NB ¼ qGu
2
G

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
rLgqL

p ¼ g2pdffiffiffiffiffiffiffiffiffiffiffiffiffi
rLgqL

p where g ¼ uG
uj

; ½40�

where uG denotes the critical gas velocity, rL is the sur-
face tension of the liquid steel, g is a constant, pd is the
dynamic pressure of the gas jet, and uj is the axial veloc-
ity of the gas jet. The criterion for the Kelvin–Helmholtz
instability, and thus the onset of droplet formation, is
represented with a value of NB = 1.[67] The experimen-
tal results of other studies suggest that g is not indepen-
dent of the lance height[83–85] or the gas jet angle.[86]

Here, the variation of g as a function of the gas jet angle
was treated in a similar fashion as by Alam et al.[86]

Making use of the concept of blowing number, Subagyo
et al.[67] proposed an empirical expression for droplet
generation rate ð _mmdÞ in the splashing cavity mode:

_mmd

_VG; lance

¼ ðNBÞ3:2

2:6� 106þ 2:0� 10�4ðNBÞ12
h i0:2 R2 ¼ 0:97;

½41�

where _VG;lance is the volumetric gas flow rate through the
top lance (Nm3/s). As noted by Sarkar et al.[87] and Rout
et al.,[88] Eq. [41] yields droplet generation rates which are
considerably below the values estimated from plant data.
According to Rout et al.,[88] one reason for the discrepancy
is the fact that Eq. [41] has been derived for conditions
corresponding to room temperature. Similar to Rout
et al.,[88] Eq. [41] was modified such that the blowing num-

ber NB and the volumetric gas flow rate _VG;lance are tem-
perature corrected for the conditions at the point of
impact:

_mmd

_V0
G;lance

¼ ðN0
BÞ

3:2

2:6� 106þ 2:0� 10�4ðN0
BÞ

12
h i0:2 ; ½42�

where NB¢ is the modified blowing number and _V0
G;lance

is the modified volumetric gas flow rate. The modified
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blowing number NB¢ is obtained from Eq. [40] by
employing the dynamic pressure at the point of impact.
In this work, the dynamic pressure at the point of
impact was calculated according to an experimental
relationship proposed by Deo and Boom[52]:

pd ¼ 230p0
hlance
dt

� �
: ½43�

The modified gas flow rate is calculated as follows[88]:

_V0
G; lance ¼

pG;STP

pG

TG

TG;STP

_VG; lance; ½44�

where pG,STP is the standard pressure, pG is the total
pressure of the gas at the impact point, TG is the temper-
ature of the gas at the impact point and TG,STP is the
standard temperature. Rout et al.[88] suggested also that
due to low lance height, the experiments conducted by
Subagyo et al.[67] did not actually correspond to splash-
ing mode, but rather the penetrating mode of jet interac-
tion, which is characterized by a lower droplet
generation rate than in the splashing mode. For this rea-
son, a dimensionless parameter Jeff was introduced simi-
lar to Sarkar et al.[87] in order to calculate the effective
droplet generation rate:

_mmd;eff ¼ Jeff� _mmd: ½45�

It should be noted that Jeff is essentially a fitting param-
eter, which is evaluated based on plant data.

2. Droplet size distribution
The size distribution of the metal droplets at their

place of birth was determined according to Koria and
Lange,[89] who proposed a formulation based on the
Rosin–Rammler–Sperling (RRS) function:

RF ¼ ð0:001Þ
dmd;i
dlimit

� �n

; ½46�

where RF is the cumulative weight-fraction, dlimit is the
limiting droplet diameter (which corresponds to
RF = 0.001) and n is the distribution exponent.
Experimental studies indicate that the parameter n is
independent from the limiting diameter,[89] maximum
impact pressure of the gas jet[89] and the blowing num-
ber.[67] The reported values for the parameter n vary in
a relatively wide range from 1.0 to 1.828.[89,90] In this
work, a value of n = 1.26 was taken from Koria and
Lange,[89] because it represents an arithmetic mean for
a relatively large amount of data. For noncoalescing
jets, the limiting diameter (in m) can be obtained from
Koria and Lange[91]:

dlimit ¼ 5:513� 10�6 � 10
d2t

h2lance

� �
pamb 1:27

p0
pamb

� 1

� �
cos h


 �1:206
;

½47�

where p0 and pamb are the lance supply pressure (in
Pa) and the ambient pressure (in Pa), respectively. This

expression suggests that droplet sizes increase with
increasing lance supply pressure and decreasing lance
height, and thus it appears to be in accordance with
other studies.[67,90,92] Modifying the expression pre-
sented by Deo et al.[93] to a more general form, the
mass fraction of size class i at place of birth can be
obtained from

fmd;i ¼ � ln 0:001ð ÞnRF
dn�1
md;i

dnlimit

: ½48�

3. Residence time
The average residence time of the metal droplets is

obtained from

�tmd ¼ mmd

_mmd
: ½49�

According to the results available in the literature, the
average residence time of the droplets increases with
an increasing top gas flow rate[94] and decreasing dro-
plet size.[94,95] As shown by Urquhart and Daven-
port,[96] the size distribution of the metal droplets in
the emulsion is shifted toward smaller droplets than
the distribution of the generated droplets. The resi-
dence time of an individual droplet in the emulsion
can be defined as the ratio of the trajectory length to
the average velocity.[67] However, for the simplified set-
ting considered in this work, it is more convenient to
define the residence time of size class i through a con-
stant j as follows[67]:

tmd;i ¼ j
hem
umd;i

; ½50�

where hem is the height of the emulsion layer and umd,i

is the terminal velocity of size class i. Because the resi-
dence time approaches infinity as the droplet diameter
approaches zero, the residence time was limited to
tmd,i £ 60 seconds in order to avoid computational
problems. The terminal velocity of the metal droplets
in the emulsion was defined in three Reynolds ranges
according to the equations proposed by Subagyo and
Brooks.[97] In the absence of suitable values, j was
taken here as unity. Moreover, it was assumed that all
droplets of the same size class have the same residence
time. The average thickness of the emulsion layer can
be approximated from:

hem ¼ mem

Aslagqem
¼ mem

ðAbath � nlance � pr2cavÞqem
; ½51�

where mem is the mass of the emulsion, Aslag is the sur-
face area of the top slag layer residing around the cav-
ities, qem is the density of the emulsion and Abath is the
cross-sectional area of the metal bath. The density of
the slag-metal-slag emulsion is calculated according to
Subagyo and Brooks[97]:

qem ¼ qL/L þ qSð1� /LÞ; ½52�
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where /L denotes the volume fraction of metal dro-
plets in emulsion, and is obtained from

/L ¼ VL

VL þ VG þ VS
where VG ¼ /G

1� /G

VL þ VSð Þ;

½53�

where VL, VG, and VS denote the volumes of metal,
gas, and slag phases in emulsion, respectively. The vol-
ume-fraction of gas in the emulsion was solved numer-
ically from the correlation proposed by Gou et al.[98]:

/2
G

1� /G

¼ 0:91u0:57s ; ½54�

where us is the superficial velocity. The superficial
velocity was defined as the ratio of gas flow rate from
the plume and cross-sectional area of the slag layer,

i.e., us ¼ _VG;plume=Aslag.

E. Mass- and Heat-Transfer Coefficients

The mass and heat-transfer coefficients were defined
according to Eqs. [55] and [56], respectively.

b ¼ Sh
D

L
; ½55�

a ¼ Nu
k
L
; ½56�

where Sh is the Sherwood number, D is the mass diffu-
sivity, L is the characteristic length, Nu is the Nusselt
number, and k is the heat conductivity. A detailed
treatment of these parameters is provided in the fol-
lowing subsections.

1. Cavity interface
At the cavity interface, the cavity radius (rcav) was

employed as the characteristic length. The mass-transfer
correlations employed for the gas jet were taken from
Oeters.[99] These correlations are based on the experi-
mental data published by Lohe[100] and can be repre-
sented as follows:

Sh ¼ 1:41Re0:51Sc0:33 when 2� 103 � Re � 3� 104

0:41Re0:75Sc0:33 when 3� 104 � Re � 2� 105

	
;

½57�

where Re is the Reynolds number and Sc is the Sch-
midt number. Similarly to Dogan et al.,[101] the values
of Re and Sc were defined in relation to the properties
of the gas film at the impact surface:

Re ¼ uGrcavqG
lG

; ½58�

Sc ¼ lG
qGDG

; ½59�

where uG is the critical gas velocity, lG is the dynamic
viscosity of the gas film, and qG is the density of the

gas film. The critical gas velocity (uG) is calculated
from the free axial velocity of the gas jet (uj). For the
metal phase in contact with gas jet, the turbulent diffu-
sion boundary layer thickness and the corresponding
Sherwood number were defined according to Eqs. [60]
and [61], respectively.[99]

dN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DLrequiv
0:41qLu3s

s
; ½60�

Sh ¼ rcav
2dN

; ½61�

where us is the turbulent shear stress velocity, and
requiv is the equivalent surface tension. The thickness
of the thermal boundary layer (dPr) can be obtained
from Eq. [60] by replacing the mass diffusivity DL

with the ratio lL/qL, i.e., kinematic viscosity. As a
first approximation, the mass-transfer coefficients of
the slag species were similarly calculated as was done
for the metal species, but making use of the proper-
ties of the slag species. Similar to Memoli et al.,[102]

the turbulent shear stress velocity was calculated on
the basis of momentum transfer between the gas jet
and the metal bath. Assuming that the axial velocity
of the gas jet is zero at the bottom of the cavity, the
turbulent shear stress velocity can be calculated as
follows:

us ¼
ffiffiffiffiffiffi
qG
qL

r
uj: ½62�

The heat-transfer coefficients for gas, metal, and slag
phases were derived from the mass-transfer correla-
tions according to the analogs of heat and mass
transfers by replacing the Sherwood number (Sh) and
the Schmidt number (Sc) with the Nusselt number
(Nu) and the Prandtl number (Pr), respectively.

2. Metal droplet interface
At the metal droplet interface, the mass- and

heat-transfer coefficients were calculated by employing
the Sauter mean diameter of the metal droplets (d32,md)
as the characteristic length. The mass-transfer coefficient
mass of the gas phase in contact with the metal droplets
can be calculated from the Steinberger and Treybal[103]

correlation, which accounts for the effects of both
natural and forced convections:

Sh ¼ Sh0 þ 0:347ðReSc1=2Þ0:62; ½63�

Sh0 ¼ 2þ 0:569ðGrScÞ1=4 for GrSc<108

2þ 0:0254ðGrScÞ1=2Sc0:244 for GrSc>108
;

(

½64�

where Gr is the mean Grashof number. The mean

Grashof number (Gr), the Reynolds number (Re), and
the Schmidt number (Sc) were defined as follows:
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Gr ¼ GrM þGrH
Sc

Pr

� �1=2

; ½65�

Re ¼ uGd32;mdqG
lG

; ½66�

Sc ¼ lG
qGDG

; ½67�

where GrM is the Grashof number for mass transfer,
GrH is the Grashof number for heat transfer, and Pr is
the Prandtl number. Here, GrM, GrH, and Pr were
defined according to Eqs. [68] through [70], respec-
tively. It should be noted that the value of GrM
depends on the species in question.

GrM;i ¼
gqGd

3
32;md y�i;mdqG;md � yi;jetqG;jet

� �

l2G
; ½68�

GrH ¼
gq2Gd

3
32;md T�

md � Tjet

� �

TGl2G
; ½69�

Pr ¼ cp;GlG
kG

; ½70�

where cp,G is the specific heat capacity of the gas
phase, and kG is the heat conductivity of the gas
phase. The heat-transfer coefficient was calculated by

means of Eqs. [63] and [64] by replacing Sh, Gr; and
Sc with Nu, GrH, and Pr, respectively. It is known that
mass transfer within small metal droplets takes place
almost entirely by diffusion, while larger droplets may
exhibit uninhibited circulatory flow.[99,104] In this work,
it was assumed that only creeping laminar circulation
takes place within the metal droplets. Therefore, the
mass-transfer coefficient can be calculated according to
the Kronig and Brink[105] solution, which can be
expressed in terms of the Sherwood number as fol-
lows[106]:

Sh ¼ 32

3

P1
i¼1 A

2
i ki exp �16kiFoMð ÞP1

i¼1 A
2
i exp �16kiFoMð Þ ; ½71�

where FoM is the Fourier number for mass transfer.
The first seven values for the parameters Ai and ki
were taken from the literature[107] and provide a suffi-
cient convergence. Despite its limited range of theoreti-
cal applicability, experimental studies have shown that
the Kronig and Brink solution gives a reasonably good
prediction of the mass-transfer coefficient even at Rey-
nolds numbers well above those corresponding to
creeping flow.[108] Employing the average residence
time of the metal droplets (�tmd) as the characteristic

time, the Fourier number for mass transfer can be
defined according to

FoM ¼ 4DL�tmd

d232;md

: ½72�

The corresponding Fourier number for heat transfer
(FoH) is obtained from Eq. [72] by replacing mass dif-
fusivity with thermal diffusivity. Thus, the heat-trans-
fer coefficient for the metal droplets is obtained by
replacing Sh and FoM with Nu and FoH, respectively.
The mass transfer in the slag phase surrounding the
metal droplets was calculated according to Eq. [73],
which is valid for fluid spheres in creeping flow.[109]

Sh ¼ 0:65
lS

lS þ lL

� �1=2

Re1=2Sc1=2

¼ 0:65
lS

lS þ lL

� �1=2 qS�umdd32;md

lS

� �1=2 lS
qSDS

� �1=2

;

½73�

where �umd is the average terminal velocity of the metal
droplets in the emulsion. The heat-transfer coefficient
for the slag phase in contact with the metal droplets
was obtained using the analogs of heat and mass
transfers by replacing Sh and Sc with Nu and Pr,
respectively.

F. Thermodynamic Properties

All the thermodynamic properties were defined at the
composition and temperature of the reaction interface in
question. The equilibrium constants are defined by

K ¼ exp �DG�

RT�

� �
where DG� ¼ DH� � T�DS�;

½74�

where R is the gas constant; T* is the temperature of
the reaction interface; and DG�, DH�, and DS� are the
changes in Gibbs free energy, enthalpy, and entropy of
reaction, respectively. The reaction enthalpy and reac-
tion entropy were calculated according to Eqs. 75 and
76, respectively.

DH� ¼
Xn
i¼1

miH
�
i ; ½75�

DS� ¼
Xn
i¼1

miS
�
i ; ½76�

where mi, H�
i and S�

i are the stoichiometric coefficient,
enthalpy and entropy of species i. The values of H�

i
and S�

i at temperature T were calculated as follows:
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H�ðTÞ ¼ H�
298:15 þ

ZT

298:15

CpdTþH�
tr;T þH�

dis; ½77�

S�ðTÞ ¼ S�
298:15 þ

ZT

298:15

Cp

T
dTþ S�

tr;T þ S�
dis; ½78�

where H�
298:15 is the enthalpy at 298.15 K (25 �C), Cp is

the molar heat capacity, H�
tr is the total enthalpy of

phase transformations from 298.15 K (25 �C) to T,
H�

dis is the enthalpy of dissolution, S�
298:15 is the

entropy at 298.15 K (25 �C), S�
tr is the total entropy of

phase transformations from 298.15 K (25 �C) to T,
and S�

dis is the entropy of dissolution. The enthalpies
H� and entropies S� correspond to the following stan-
dard states: the Henrian standard state for the species
dissolved in the metal bath, and the Raoultian stan-
dard states for the gas and slag species. For the dis-
solved species, the relevant values of H�

dis and S�
dis were

obtained from Sigworth and Elliott,[110] while for the
gas and slag species, H�

dis and S�
dis were set to zero.

The molar heat capacity at temperature T is solved
from the Shomate equation[111]:

Cp ¼ Aþ B � 10�3Tþ C � 105T�2 þD � 10�6T2; ½79�

where A, B, C, and D are fitting parameters applicable
to a certain temperature interval. A comprehensive
database of the Shomate equation parameters was taken
from HSC Chemistry.[111] The partial pressures of the
gaseous species can be calculated from the ideal gas law
based on the total gas pressure at the reaction interface.

The Henrian activity coefficients of the species in the liq-
uid metal phase were calculated by means of the Unified
Interaction Parameter (UIP) formalism[112]:

ln cHi ¼ ln
cRi
c�i

¼ �0:5
Xn
j¼1

Xn

k¼1

ekj x
�
j x

�
k þ

Xn
j¼1

ejix
�
j ; ½80�

where ci
H is the Henrian activity coefficient of species i,

ci
R is the Raoultian activity coefficient of species i, ci

� is
the activity coefficient of species i at infinite dilution, e is
the first-order molar interaction parameter, and x* is
the molar fraction at the reaction interface. The
employed first-order molar interaction parameters are
given in Table II.

The activity coefficients of the slag species were
calculated according to the model employed by Wei
and Zhu.[21] The Raoultian activity coefficients of FeO,
Cr2O3, MnO, and SiO2 are given by Eqs. [81] through
[84], respectively.

log10 c
R
FeO ¼ e1

T� x�CaO þ x�MgO

� �
x�SiO2

þ 0:25x�AlO1:5

� �

þ e2
T� x

�
MnO x�SiO2

þ 0:45x�CrO1:5

� �

þ e3
T� x

�
AlO1:5x

�
SiO2

þ e4
T� x

�
MnOx

�
AlO1:5

þ e5
T� x

�
CrO1:5x

�
SiO2

; ½81�

log10 c
R
Cr2O3

¼ log10 c
R
FeO � e6

T� x�CaO þ x�MgO

� �
� e7
T� x

�
MnO

� e5
T� x

�
SiO2

; ½82�

Table II. Employed First-Order Molar Interaction Parameters in Liquid Iron at 1873 K (1600 �C)

ei
j Fe Cr Mn Si C

Fe — — — — —
Cr — 0.00475[113] — 1.73[114] �4.9[115]

Mn — — �0.642[113] �3.3[115] �1.9[115]

Si — 1.73[114] �3.3[115] 12.0[115] 9.8[115]

C — �4.9[115] �1.9[115] 9.8[115] 13[115]

O — �4.84[116] �4.7[116] �7.1[116] �20[116]

N — �9.8[115] �4.5[115] 6.1[115] 7.2[115]

Ni — �0.0027[115] �1.8[115] 1.2[115] 2.4[115]

Al — — — 7.0[115] 5.3[115]

S — �2.2[113] �5.9[113] 9.2[113] 6.3[113]

ei
j O N Ni Al S

Fe — — — — —
Cr �4.84[116] �9.8[115] �0.0027[115] — �2.2[113]

Mn �4.7[116] �4.5[115] �1.8[115] — �5.9[113]

Si �7.1[116] 6.1[115] 1.2[115] 7.0[115] 9.2[113]

C �20.0[116] 7.2[115] 2.4[115] 5.3[115] 6.3[113]

O �10.7[116] 4.0[110] 2.4[116] �434.2[110] �17.1[110]

N 4.0[110] 0.75[115] 1.6[115] 1.6[115] 1.4[110]

Ni 2.4[116] 1.6[115] 0.17[110] — 0[116]

Al �434.2[110] 1.6[115] — 5.5[110] 4.4[110]

S �17.1[110] 1.4[110] 0[116] 4.4[110] �5.6[113]
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log10 c
R
MnO ¼ log10 c

R
FeO � e2

T� x�SiO2
þ 0:45x�CrO1:5

� �

� e4
T� x

�
AlO1:5; ½83�

log10 c
R
SiO2

¼ log10 c
R
FeO � e1

T� x�CaO þ x�MgO

� �

� e2
T� x

�
MnO � e3

T� x
�
AlO1:5 �

e5
T� x

�
CrO1:5;

½84�

where e1, …, e7 are the interaction coefficients of the
model. Table III shows the interaction coefficients
reported by Wei and Zhu[21] for early and later periods
of refining. In this work, the coefficients applicable for
the early period of refining were employed. Similar to
Wei and Zhu,[21] it was assumed that aRCr2O3

¼ 1 if the

interfacial Cr2O3 content is greater than the maximum
solubility of Cr2O3 in the slag.

G. Physical Properties

The physical properties of the metal and slag phases
were estimated at the temperature of the reaction
interface, while the properties of the gas phase were

defined at gas film temperature, which was approxi-
mated as[117]

TG ¼ 0:5� T� þ Tjet

� �
; ½85�

where T* is the temperature of reaction interface,
and Tjet is the temperature of the gas jet. The effec-
tive mass diffusivity was defined for each species in
the metal phase as the interdiffusivity in liquid iron,
while only one effective diffusivity value was assigned
for the gas and slag phases. Where possible, the tem-
perature dependency of the mass diffusivity of solutes
in liquid iron was described by an Arrhenius type
relationship.[118] In order to account for the effects of
pressure and temperature, the mass diffusivity of the
gaseous species was treated similar to Järvinen
et al.[29]:

DG ¼ DG;eff �
TG

Tref

� �1:5
pref
pG

� �
; ½86�

where DG,eff is the effective mass diffusivity at Tref

and pref, Tref. is the reference temperature, pref. is the
reference pressure, and pG is the total gas pressure.
The pressure changes in the gas jet are small enough
to be neglected,[72] and hence the total gas pressure

Table III. Interaction Coefficients of the Slag Model
[21]

Stage

Interaction Coefficients

e1 e2 e3 e4 e5 e6 e7

Early Period of Refining 3540 1475 1068 36 593 1594 664
Later Period of Refining 4130 1720 1246 42 692 1859 774

Table IV. Employed Models and Parameters for Physical Properties

Property Employed Value or Method Notes References

qL temperature function stainless steel grade 304 119
qG ideal gas law — —
qS partial molar volume method — 120
lL temperature function stainless steel grade 304 119
lG Wilke’s equation gas mixture 121
li,G Chapman–Enskog equation gas species 122–124
lS(l) Forsbacka et al. model liquid slag 125
lS,rel Thomas equation effect of solid particles 126
DL,eff interdiffusion coefficients values in liquid iron 118
DG,eff 0.185 9 10�4 m2/s O2–CO binary at 273.0 K (�0.15 �C) and 101325 Pa 127
DS,eff 5.0 9 10�10 m2/s estimated value at 1873 K (1600 �C) 128
kL temperature function stainless steel grade 304 119
kG Mason–Saxena equation gas mixture 122
ki,G Eucken equation gas species 122
kS 1.0 W/(m K) estimated value —
cp,L weight-averaged value liquid metal mixture —
cp,G weight-averaged value gas mixture —
cp,S weight-averaged value slag mixture —
cp,i Shomate equation species 111
rL 1.5 N/m estimated value 129
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was taken as equal to the atmospheric pressure at
both reaction interfaces. The treatment of other phys-
ical properties is summarized in Table IV along with
their corresponding references.

During decarburization, the top slag consists of a
molten slag phase saturated with chromium oxide and a

solid chromium oxide phase.[130] For this reason, it is
necessary to consider the effect of solid particles on the
viscosity of the top slag. The viscosity of the liquid part
(lS(l)) was calculated using the viscosity model proposed
by Forsbacka et al.,[125] which is an extension of the
modified Urbain model[131] for the Al2O3-CaO-CrO-
Cr2O3-‘FeO’-MgO-SiO2 system. The effective viscosity
of the top slag was determined as relative to the viscosity
of the liquid slag phase:

lS ¼ lSðlÞlS;rel: ½87�

The relative viscosity lS,rel was calculated according to
the equation proposed by Thomas.[126] Figure 5 pro-
vides a comparison of the Thomas[126] equation with
other relative viscosity equations available in the litera-
ture.[132–138] With the exception of the Einstein equa-
tion,[132] the equations produce similar results up to a
solid volume fraction of 0.3, but begin to diverge as
the solid volume fraction approaches unity. The solid
volume fraction was calculated as a function of Cr2O3

content as shown in the second part of this work.[44]

H. Numerical Solution

The objective of the numerical solution routine is to
minimize the error in free variables, while minimizing

No

No

Yes

Conservation of mass Conservation of heat

Start iteration

Variable properties

Residual vector

Jacobian matrix

Add residual

Sufficient
accuracy?

End iteration Terminate program

Iteration
limit

exceeded?

Initialize
conservation

of mass

Start time step

Initialize
conservation

of heat

Start iteration

Jacobian matrix

Add residual

End time step

Variable properties

Residual vector

Sufficient
accuracy?

Iteration
limit

exceeded?

No

Terminate programEnd iteration
Yes Yes Yes

No

Fig. 6—Flowchart of the reaction model.
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the error in thermodynamic equilibrium at the reaction
interfaces. The thermodynamic equilibrium equations at
the reaction interface and the mass transfer onto and
from the interface are solved simultaneously. However,
conservations of mass and heat are solved successively.
Using small time steps, this does not cause significant
inaccuracy, but greatly improves the numerical stability.
The flowchart of the model is shown in Figure 6.

The numerical solutions of both iteration loops are
obtained by Newton’s method, which approximates the
solution by its tangent line.[139] For a set of nonlinear
equations, the Newton’s method can be expressed as
follows[50]:

JDx ¼ �f; ½88�

where J is the Jacobian matrix of the system with
respect to all free variables, Dx is the correction vector,
and f is the residual vector, which approaches zero
asymptotically during the iteration. The system of lin-
ear equations defined by Eq. [88] is solved by
Gauss–Jordan elimination method. During iteration,
the vector of free variables is updated similar to the
relaxed Newton’s method. The calculation procedure
is repeated until the numerical error is sufficiently
small or the maximum number of iterations is
exceeded. The error in the residual vector f is mea-
sured using the l2-norm, which is the Euclidian length
of the correction vector:

jjDxjj2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

Dx2i

r
: ½89�

As stated earlier, one of the main assumptions of the
model is that the reaction interfaces reach their
mass-transfer constrained equilibrium composition at
every instant. During the numerical solution, the inter-
facial composition asymptotically approaches the com-
position dictated by the equilibrium constants,
provided that the forward reaction rate coefficients (kf)
are sufficiently large. In order to assess the fulfillment
of the equilibrium assumption, the concept of equilib-
rium number is introduced:

E ¼ 1�Q

K


; ½90�

where Q and K denote the reaction quotient and the
equilibrium constant, respectively. The reaction quo-
tient is defined as follows:

Q ¼
P

p a
mp
pP

r a
mr
r
; ½91�

where p and r denote reaction products and reactants,
respectively. By definition, Q = K at equilibrium.
Because Q fi K as kf fi ¥, it follows that E fi 0 as
kf fi ¥. Owing to these properties, the equilibrium
number provides a practical measure of the relative
fulfillment of the equilibrium assumption. As a prelim-
inary setting, the maximum allowed error was set to
E = 0.1 pct for all the studied reactions. During
numerical solution, the forward reaction rate

coefficients are increased periodically until the equilib-
rium numbers of all the reactions are below the maxi-
mum allowed error. A typical calculation time per
time step is in the order of few seconds using a desk-
top PC (3.4 GHz).

III. CONCLUSIONS

The objective of this work was to develop a fast
numerical model for the reactions that occur during
top-blowing in the AOD process. More specifically, the
aim was to create a model that considers reactions both
between the top-blown gas and the metal bath and
between metal droplets and top slag. Employing the
categorization proposed by Ding et al.,[41] the model
derived in this work can be classified as a complex
process mechanism model, because it emphasizes the
local thermodynamic equilibrium and local heat and
mass-transfer characteristics. In the second part of this
work,[44] the model is validated with heats from a full
size AOD vessel. In the future, the combined top- and
side-blowing stage of the AOD process can be simulated
as a combination of the top-blowing model derived in
this work and the side-blowing model proposed earlier
by Järvinen et al.[29]
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NOMENCLATURE

SYMBOLS

a Activity
A Surface area (m2)
Ai Parameter of the Kronig–Brink solution
Cp Molar heat capacity at constant pressure (J/

(mol K))
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cp Specific heat capacity at constant pressure (J/
(kg K))

dt Nozzle throat diameter (m)
dlimit Fineness parameter of the RRS distribution

(m)
d32,md Sauter mean diameter of the metal droplets (m)
D Diffusion coefficient (m2/s)
fi Mass fraction of size class i at place of birth
f Residual vector
g Standard gravity (m/s2)
DG� Change in standard Gibbs free energy of

reaction (J/mol)
DGtot Change in total Gibbs free energy (J/mol)
hcav Depth of the cavity (m)
hlance Distance of the top lance from the surface of

the metal bath (m)
H� Standard enthalpy (J/mol)
DH� Change in standard reaction enthalpy (J/mol)
J Jacobian matrix
Jeff Droplet generation rate multiplication factor
kf Forward reaction rate coefficient
K Equilibrium constant
L Characteristic length (m)
m Mass (kg)
_mmd Metal droplet generation rate (kg/s)
_mmd;eff Effective metal droplet generation rate (kg/s)
M Molar mass (kg/mol)
nlance Number of exit ports in a nozzle
n Distribution exponent of the RRS distribution
p Partial pressure
pcav Arc length of the cavity (m)
pamb Ambient pressure (Pa)
p0 Stagnation pressure at upstream part of the

top lance (Pa)
rcav Top radius of the cavity (m)
R Gas constant (J/(mol K))
R¢¢ Reaction rate (kg/(m2 s))
R2 Correlation coefficient
RF Cumulative weight fraction
S� Standard entropy (J/(mol K))
DS� Change in standard reaction entropy (J/

(mol K))
tmd,i Residence time of metal droplet size class i (s)
�tmd Average residence time of the metal droplets

(s)
T Temperature (K)
T* Interfacial temperature (K)
uG Critical gas velocity (m/s)
uj Axial velocity of the gas jet (m/s)
umd,i Terminal velocity of metal droplet size class i

(m/s)
�umd Average terminal velocity of the metal droplets

(m/s)
us Turbulent shear stress velocity (m/s)
_VG Volumetric gas flow rate (Nm3/s)
_V 0
G Modified volumetric gas flow rate (Nm3/s)

x Molar fraction
X Cation fraction
Dx Correction vector
y Mass fraction

y* Interfacial mass fraction
|Dx|2 l2-norm

GREEK SYMBOLS

a Heat-transfer coefficient (W/(m2 K))
a Interaction energy between cations (J)
b Mass-transfer coefficient (m/s)
c Activity coefficient
c� Activity coefficient at infinite dilution
dN Thickness of the diffusion boundary layer (m)
dPr Thickness of the thermal boundary layer (m)
e First-order molar interaction parameter
g Constant
�gH Average microkinetic efficiency of heat transfer
�gM Average microkinetic efficiency of mass transfer
h Inclination angle of each nozzle relative to lance

axis (deg)
j Constant
k Heat conductivity (W/(mÆK))
ki Parameter of the Kronig–Brink solution
l Dynamic viscosity (PaÆs)
m Stoichiometric coefficient
�m Mass-based stoichiometric coefficient
p Mathematical constant
q Density (kg/m3)
r Surface tension (N/m)
/ Volume fraction

DIMENSIONLESS NUMBERS

E Equilibrium number
FoH Fourier number for heat transfer
FoM Fourier number for mass transfer
Gr Mean Grashof number
GrH Grashof number for heat transfer
GrM Grashof number for mass transfer
NB Blowing number
NB¢ Modified blowing number
Nu Nusselt number
Sc Schmidt number
Sh Sherwood number
Pr Prandtl number
Re Reynolds number

SUBSCRIPTS AND SUPERSCRIPTS

cav Cavity
bath Metal bath
em Gas–metal–slag emulsion
G Gas phase
H Henrian standard state
in Gas flow into the system
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jet Gas jet
L Liquid metal phase
md Metal droplet
out Gas flow out of the system
plume Gas plume
R Raoultian standard state
rel Relative
S Slag phase
STP Standard temperature and pressure according

to the DIN 1343 standard[49]: 273.15 K (0 �C)
and 101325 Pa

slag Top slag
(l) Liquid state
(s) Solid state

INDICES

i Size class
i Species
n Number of species
r Number of reactions
w Phase
x Reaction interface
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30. S.E. Pisilä, M.P. Järvinen, A. Kärnä, T. Ikäheimonen, T.
Fabritius, and P. Kupari: Steel Res. Int., 2011, vol. 82, pp. 650–
57.

31. D.R. Swinbourne, T.S. Kho, B. Blanpain, S. Arnout, and D.E.
Langberg: Miner. Process. Extr. Metall., 2012, vol. 121, pp. 23–
31.
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