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An ironmaking blast furnace (BF) is a complex high-temperature moving bed reactor involving
counter-, co- and cross-current flows of gas, liquid and solid, coupled with heat and mass
exchange and chemical reactions. Two-dimensional (2D) models were widely used for under-
standing its internal state in the past. In this paper, a three-dimensional (3D) CFX-based
mathematical model is developed for describing the internal state of a BF in terms of multiphase
flow and the related thermochemical behavior, as well as process indicators. This model con-
siders the intense interactions between gas, solid and liquid phases, and also their competition
for the space. The model is applied to a BF covering from the burden surface at the top to the
liquid surface in the hearth, where the raceway cavity is considered explicitly. The results show
that the key in-furnace phenomena such as flow/temperature patterns and component distri-
butions of solid, gas and liquid phases can be described and characterized in different regions
inside the BF, including the gas and liquids flow circumferentially over the 3D raceway surface.
The in-furnace distributions of key performance indicators such as reduction degree and gas
utilization can also be predicted. This model offers a cost-effective tool to understand and
control the complex BF flow and performance.
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I. INTRODUCTION

THE blast furnace (BF)—basic oxygen furnace
process remains the predominant route of steel produc-
tion, accounting for over 60 pct of global steel output,
although the challenges from new ironmaking processes
continue. In an integrated steel plant, the ironmaking
BF is the main energy consumer, accounting for nearly
70 pct of the whole plant.[1–3] The practice of a BF is
schematically shown in Figure 1, where the solids of
coke and ore etc. (termed burden) are charged from the
furnace top; the high temperature, high velocity air
(termed blast) is introduced into the lower part of the
furnace via tuyeres, forming void zones (termed race-
ways) and combusts coke to generate reducing gases and
smelting heat. As the solids (mainly coke and iron-
bearing materials) travel downward and reducing gas
goes upward, the latter together with smelting heat
reduces and melts the iron-bearing burden to form
liquid iron and slag in the so-called cohesive zone. The
liquids then percolate through the coke bed (termed as
dripping zone) to the hearth. In some cases, the injection
of pulverized coal may be practised for operational and

cost benefits.[4–6] Physically, a modern BF is a high-
temperature moving bed reactor, involving counter-,
co- and cross-current flows of gas, liquid and solid flows,
and heat exchange and chemical reactions.[1,7] It is very
challenging but important to understand the complex in-
furnace phenomena of gas–solid–liquid flow and ther-
mochemical behavior, including the circumferential
multiphase flow in the vicinity of raceway, and key
process indicators, for operational control and optimi-
zation in BF practice.
The operation of a BF is usually investigated for two

related purposes, viz. to predict process indicators and
more importantly, to understand internal state of a BF.
The two aspects can be studied by different methods
including industry-scale investigations, lab/pilot-scale
experiments, and mathematical modeling. The industry-
scale investigations are normally conducted for measur-
ing the process indicators such as gas utilization rate at
furnace top, and for understanding the internal state to
a certain degree by means of techniques such as
dissection[8] and tuyere core drilling,[9] but they are
difficult in implementation due to, for example, the need
of a BF stoppage and the high cost. Lab/pilot-scale
experiments are also used for understanding the internal
state of BF operation, for example, by use of an
experimental BF in LKAB,[10] but it cannot estimate the
process indicators or cannot fully reflect the in-furnace
phenomena of a real large BF, and its cost in terms
of maintenance and operation is very high. Because
of these aforementioned difficulties, mathematical
approach plays a significant role in investigating furnace
performance of both predicting process indicators and
understanding the internal state, such as a neural
network model (or expert system)[11–13] and/or process
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model.[7,14,15] The former can monitor the furnace
operation by handling input and output data including
operators’ experience and measured data from the
furnace but it cannot quantify the in-furnace phenom-
ena in terms of local properties. The latter can predict
BF performance indicators, and more importantly
provide more detailed understanding of the internal
state in a BF, and thus is widely used for understanding
and optimizing BF operation.

In a BF process model, the solid and liquid flows may
be simulated using different methods. Specifically, solid
flow can be simulated using typically two approaches:
discrete-based and continuum-based approaches. The
discrete-based approach can track and analyse the
motion of individual solids and does not need global
assumption on the solids,[16] but it may not be suitable
for practical BF simulation, because the number of
particles in an actual BF is huge and thus the compu-
tational demand is too high for the current computa-
tional capability. For this reason, the continuum-based
approach, where solid particles are treated as a contin-
uous phase, is the major modeling technique used to
describe the internal state of solid flow in a BF. On the

other hand, liquid phase in a BF can be simulated by
means of potential flow model,[17] probability-continu-
ous model,[18] or force balance model.[19] The force
balance model is considered as the most attractive due
to its advantages in computation and representation of
the relevant physics of liquid flows in a BF. The above-
mentioned techniques for flows of different phases,
together with other techniques for heat/mass transfer
and chemical reactions, can be incorporated to establish
a BF process model, as done by various investiga-
tors.[7,14,15]

The BF process models thus far proposed have been
developed largely in 2D and later in 3D, as summarized
in the successive reviews by Yagi,[7] Dong et al.[14] and
Ueda et al.[15] These models are mainly implemented
with in-house codes. In particular, Yagi and his asso-
ciates[7] developed a series of 2D steady-state and later
unsteady-state models, and investigated various BF
operations, e.g., top gas recycling and charging carbon
composite agglomerates.[20–23] Sugiyama and Sugata[24]

developed a 2D model, known as ‘‘BRIGHT’’ model,
focusing on material transfer, reaction and heat transfer
in the lumpy zone and cohesive zone. A few off-line sub-
models such as burden distribution model (known as
RABIT model) were also developed in parallel.[25]

BlueScope (formerly BHP Steel) developed a 2D
steady-state numerical model of gas–solid flow in a
BF, known as SHAFT model. A sub-model of liquid
flow was then incorporated by Chew et al.[19,26] Dong
et al.[27] developed a 2D model of gas–solid–liquid flows,
where the layered structure of cohesive zone was
considered. Recently, Fu et al.[28] also developed a 2D
model, focused on the multiphase reacting flow in BF
shaft with layered burden. Although these 2D models
may reveal the change of furnace indicators under
different conditions to a certain degree, 3D modeling
and analysis are naturally important for practical BF
problems and recommended for simulating the multi-
phase flow in BFs, especially in the vicinity of the
raceway.[26] To date, only a few 3D BF models have
been reported. For example, Takatani et al.[29,30] devel-
oped a simplified 3D model and used it to investigate the
effects of furnace profile and volume. Their model
employs some simplistic assumptions such as vertical
constant liquid flow velocity. The 2D model by Yagi[7]

was extended to 3D by de Castro et al.[31,32] for
investigating the co-injection of pulverized coal and
charcoal in a BF. These models are based on in-house
code. They did not consider the raceway explicitly and
thus could not reliably describe the 3D features of
multiphase flow in the vicinity of the raceway.
In this paper, a 3D model is developed based on the

commercial software package ANSYS-CFX to describe
the complex behavior of solid–gas–liquid multiphase
flow, the heat/mass transfers and chemical reactions in a
BF. In the model, the raceway cavity is considered
explicitly. The in-furnace phenomena can be simulated
and described comprehensively including multiphase
flow/temperature patterns and component concentra-
tions. In particular, the 3D features of circumferential
flow and maldistribution in the vicinity of the raceway
are characterized in details. The in-furnace distributions

Fig. 1—(Color figure online) Schematic of an ironmaking BF (com-
putational domain of this model is denoted by a red rectangle).
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of key performance indicators of a BF such as reduction
degree and gas utilization are also predicted.

II. NUMERICAL MODELING

In this section, the governing equations used in the
simulation are described firstly. Then the inter-phase
interactions in aspect of force, heat/mass transfer and
chemical reactions, together with the treatments of
solid/liquid flows and cohesive zone, are outlined.
Finally, the solution procedure of this CFX-based
model is described.

A. Governing Equations

The proposed BF model is a 3D steady-state model,
extending from the burden surface at the throat down to

the liquid surface in the hearth. It considers three
phases, namely, gas, solid and liquid, as they dominate
the performance of the furnace when pulverized coal
injection is not practised or when limited unburnt coal
enters the BF from the raceway. These phases are
treated as continuous phases and modelled by means of
different methods. Specifically, the solids (coke and iron
ore) are described using the so-called viscous model.[20]

The gas phase flow is described by the well-established
Navier–Stokes equations through porous media using
the well-established Ergun equation. The liquids (hot
metal and slag) are modelled by the so-called force
balance approach,[19,33] where the liquid is treated as a
single phase under the influence of gravity force, gas
drag force and bed resistance force. The sum of the three
forces is equal to zero at steady state. The properties of
the liquid phase are determined as the weighted averages
of two liquids in terms of mass fractions. Each phase is

Table I. Governing Equations Used in this BF Model

Aspect Governing Equations

Mass r � eiqiUið Þ ¼ Si

Momentum
Gas r � egqgUgUg

� �
¼ r � sg � egrpþ qgeggþ fsg þ fl;dg

Solid r � esqsUsUsð Þ ¼ r � ss � esrps þ qsesg

Liquid f
g
l;d þ fsl;d þ el;dqlg ¼ 0

Heat and species r eiqiUi/i;m

� �
�r eiCir/i;m

� �
¼ S/i;m

Volume fraction es þ eg þ el ¼ 1

State equation for gas phase p ¼
P

i

ðyiMiÞRTg=Vg

where Si ¼ �
P

k

bi;kR
�
k; si ¼ eili rUi þ ðrUiÞT

h i
� 2=3eiliðr �UiÞI; if /i;m is Hi;m, Ci ¼ ki

cp;i
; S/i;m

¼ dihija Ti � Tj

� �
þ cp;iTidi

P

k

P

l

bk;lR
�
kþ

gi
P

k

R�k �DHkð Þ; if /i;m is xi;m, Ci ¼ qiDi; S/i;m
¼
P

k

ai;m;kR�k; /i;m ¼ xg;CO þ xg;CO2
þ xs;Fe2O3

þ xs;Fe3O4
þ xs;FeO þ xs;flux.

Table II. Empirical Correlations for the Interaction Forces Between Phases

Phases Interaction Forces Ref.

Gas–solid fsg ¼ �fgs ¼ � afqg Us
g

���
���þ bf

� �
Us

g Dong et al.[14]

Gas–liquid fl;dg ¼ �f
g
l;d ¼ �

hl;d
dl
þ Asl;d

6

� �
150

esþhl;t
dw

� �
lg þ 1:75qg Ug

�� ��
h i

Ug

eg
Chew et al.[19]

Liquid–solid fsl;d ¼ 150
36 ll

A2
sl;d

h2
l;d

þ 1:75
6 ql

Asl;d

hl;d
Ulj j

� �
Ul Chew et al.[19]

where dl ¼ maxfdl;g; dl;hg; dl;g ¼ max �6:828signð
ffiffiffiffiffiffi
Xp

p
� 0:891Þð

ffiffiffiffiffiffi
Xp

p
� 0:891Þ2; 0

n o
þ 0:695

h i
=
ffiffiffiffiffiffiffiffiffiffiffiffi
qlg=r

p
.

dl;h ¼ max 6:828signðf1Þðf1Þ2; 0
n o

þ 0:695
h i

=
ffiffiffiffiffiffiffiffiffiffiffiffi
qlg=r

p
; f1 ¼ max lnðhl;t=hl;toÞ; 0


 �
=0:513

� 1=2:642�0:891.

Xp ¼ Dpe=ðDxqlgÞ qlgu
2d2s=r=e

2
s


 �0:3ð1þ cos hÞ�0:5.

Table III. Empirical Correlations for Different Inter-phase Heat Transfers

Phases Inter-phase Heat Transfer Ref.

Gas–solid hgs ¼ rNukg=dp, Nu ¼ 2:0þ 0:6ðPrgÞ0:333ð9RegÞ0:5 Omori[1]

Gas–liquid Ranz–Marshall model Ranz et al.[47]

Liquid–solid hls ¼ rkl=dp
2
ffiffiffiffiffiffiffiffiffiffi
ResPrs
p

1:55
ffiffiffiffiffi
Prs
p

þ3:09
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:372�0:15Prs
p

� �
Austin et al.[20]
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composed of various chemical species, as listed below.
In addition, the total volume fraction shared by the
three phases sums to unity. The governing equations
describing the gas–solid–liquid flows are listed in
Table I. In this study, steady-state modeling is con-
ducted due to the fact that the motion of solid flow is
much slower than other flows and the relevant heat and
mass transfers.

B. Inter-phase Momentum/Heat Transfers and Chemical
Reactions

The interactions between solid, gas and liquid phases
are intense in aspects of momentum and heat. The sub-
models used in the past are adopted in this study to
simulate these interactions. Thus, gas–solid heat transfer
coefficient, hgs, is obtained from a modified Ranz–
Marshall correlation,[1,34]

hgscNukg=dp; Nu ¼ 2:0þ 0:6ðPrgÞ0:333ð9RegÞ0:5;

where Nu is the Nusselt number for flow in a packed
bed, and c is an empirical correction faction intro-
duced to account for bed movement and fusion, given
by.

c ¼ 0:2� 0:18min 1:0;max 0;
Ts � 1473

200

� �� �
:

The inter-phase heat transfer coefficients between gas
and liquid and between solid and liquid are available in
the literature.[1] The empirical correlations used in this
model for calculating the inter-phase momentum and
heat transfers between the three phases are summarized
in Tables II and III, respectively. The key chemical
reactions considered in this model include direct and
indirect reduction of iron ore by coke and CO, solution
loss and melting of FeO and flux. Since the verification

of chemical reactions is beyond the current study, the
expressions used to calculate the reaction rates are based
on the previous models of BF, as listed in Table IV. The

Table IV. Reaction Rate of Key Chemical Reactions Considered in the Model

Reaction Reaction Rate Ref.

Fe2O3ðsÞ þ 3COðgÞ ! 2FeðsÞ þ 3CO2ðgÞ R1 ¼
Norepd2ore/

�1
oreqg K=ð1þKÞ½ � nCO�nCO2

=KðMCO=MCO2
Þ½ �

k�1
f
þ0:5dore ð1�fsÞ�1=3�1½ �D�1j þ½ð1�fÞ

2=3k1ð1þ1=KÞ��1
Omori

[1]

FeOðlÞ þ CðsÞ ! FeðlÞ þ COðgÞ R2 ¼ k2Ac=ðVbaFeOÞ Omori[1]

CO2ðgÞ þ CðsÞ ! 2COðgÞ R3 ¼ fðdcokeÞhðSLÞ Efqsncoke �Mg

3600Mcoke

k1pTnCO2

1þpT k2yCO2
þk3yCOþk5yH2Oð Þ Hatano et al.[48]

FeOðsÞ ! FeOðlÞ R4 ¼ Ti�Tmin;sm

Tmax;sm�Tmin;sm

D E1

0

H
nsmUiqieidA

MsmVolcell
Austin et al.[38]

Table V. Treatment of Cohesive Zone Used in the Study

Parameters Treatment

Solid volume fraction es ¼ noreeore þ ncokeecoke
Solid particle size ds ¼ nore=dore þ ncoke=dcokeð Þ�1
Solid heat conductivity ks ¼ ðnore=kore þ ncokekcokeÞ�1
Gas flow resistance in cohesive zone vertical direction to the burden:

af ¼ noreaore þ ncokeacoke; bf ¼ norebore þ ncokebcoke

radial direction to the burden:
af ¼ nore=

ffiffiffiffiffiffiffiffi
aore
p þ ncoke=

ffiffiffiffiffiffiffiffiffiffi
acoke
p� ��2

; bf ¼ nore=bore þ v=bcokeð Þ�1

Pre-calculate ini�al condi�ons

Calculate temperature fields

Calculate concentra�on fields

Output

Approximate profile
of cohesive zone

Convergence

Re-calculate fluid flow,
temperature and concentra�on

fields considering chemical
reac�ons

N

Calculate fluid flow fields

N

Rough convergence
without chemical

reac�ons

Step 1

Step 2

Step 3

Fig. 2—Solution procedure of the model.
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hydrogen content and its reactions are neglected in the
simulation. It is noted that rather than ‘‘manual’’
extraction used in the past,[27] the coke consumption
rate in the BF is naturally determined by the reactions
considered in the model. This is considered as another
improvement compared to our previous model.[27] In the
previous BF models, the solid loading on the furnace
top is usually fixed, thus independent of chemical
reactions considered. For this reason, coke consumption
in the raceway has to be treated by manually exacting all
remaining coke particles out of tuyere to meet the
overall mass balance. In this study, the coke consump-
tion is determined by the chemical reactions considered
in the model, and the solid loading at the furnace top is
directly related to the chemical reactions. Specifically,
the raceway region and the combustion reaction in the
region are modelled based on: (i) the raceway region is
assumed as a fixed sphere-shaped cavity and (ii) the coke
combustion of 2C+O2 = 2CO is modelled implicitly
with conserved mass and enthalpy, although it is
implemented only in the blast inlet surface. On the
other hand, to be computationally efficient, as men-
tioned above, this model does not explicitly model the
layered cohesive zone, as an approach used in most of
the reported BF models.

C. Other Treatments Used in This Model

In addition to the governing equations of solid, gas
and liquid phases and their interactions, some treat-

Table VI. Simulation Conditions and Operational Conditions

Used in the Model

Operational Conditions Variables and Values

Gas
Gas rate at a tuyere (kg m�2 s�1) 11.7
Volume flux (Nm3 tHM�1) 1511
Inlet gas components (molar pct) 34.95 CO; 65.05 N2

Inlet gas temperature [K (�C)] 2313 (2040)
Top pressure (atm) 2.0

Solid
Solid rate at furnace top
(kg m�2 s�1)

1.22

Ore (t tHM�1) 1.64
Ore components (mass fraction) Fe2O3 0.656; FeO 0.157
Ave. ore particle size (m) 0.03
Coke (t tHM�1) 0.5023
Coke components (mass fraction) C 1.0
Ore voidage 0.403(100dore)

0.14

Coke voidage 0.153 log dcoke+0.724
Ave. ore/(ore+coke) volume ratio 0.5923

Liquid
Components (mass fraction) C 0.04; Fe 0.9509
Density (kg m�3) 6600
Viscosity (kg m�1 s�1) 0.005
Conductivity (W m�1 K�1) 28.44
Surface tension (N m�1) 1.1
Slag rate (t tHM�1) 0.377
Density (kg m�3) 2600
Viscosity (kg m�1 s�1) 1.0
Conductivity (W m�1 K�1) 0.57
Surface tension (N m�1) 0.47

Fig. 3—Computational domain with inlet/outlet conditions indicated
for each phase: (a), whole domain and (b), enlarged view of the low-
er part of BF.
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Fig. 4—Burden distribution of the simulated BF: (a), volume ratio
of ore in solid charging and (b), particle size of ore and coke.
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ments are also employed in the modeling of BF process.
They are outlined below.

1. Solid–liquid flows
The treatments of the solid and liquid phases are

summarized as follows. Solid particles form the dominant
phase inBF.The solid particles of ore and coke are charged
from the furnace top with a uniform downward velocity.
The layered structure is determined by the burden distri-
bution at the furnace top and also the timelines of solid
flow.[35,36] Specifically, during solids descent, the particle
properties at the topof the furnace are transported to other
parts of the furnace along the solid streamlines so as to
initialize particle size and porosity distributions through-
out the furnace. After identifying the cohesive zone,
dripping zone anddeadman, the properties of these regions
are recalculated. Specifically, in the cohesive zone, iron-
bearingmaterials are still treated as part of the solid phase,
characterized by porosity and particle size. In the dripping
zone, bedpermeability is calculated basedon cokeparticles
only. In the deadman, coke particle size is assumed to be

0.02 m and solid volume fraction is 0.65. The position and
profile of deadman surface is prescribed by a solid iso-
velocity curve, which is determined by an approach as used
by Zhang et al.[36] Beyond the iso-velocity curve, particles
movewithavelocity less thana critical value—one-ninthof
the particle diameter per minute in this study. Once
specified, the deadmanwill behave like amotionless object,
and its profile will be treated as a boundary to the moving
particles, in conjunction with walls, inlet and outlet, in the
determination of the velocity fields. On the other hand,
liquids, i.e., hot metal and slag, play a critical role in the
lower part of BF. They carry mass and energy while
redistributing gas flow, and in turnmay be redistributed at
the lower part of BF. Inclusion of liquid flow into the BF

Fig. 5—Boundaries of cohesive zone determined by the simulation.

Fig. 6—(Color figure online) Volume fraction of solid phase: (a),
over the whole domain; (b), enlarged view in the lower part of fur-
nace; (c), over the localised iso-surfaces in the half raceway and (d),
burden distributions of coke (green) and ore (red) in the stack of
furnace.
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model will improve the prediction of other operational
variables such as gas temperature in the lower part of BF.
In this study, the main treatments of liquid phase are
consistent with those proposed by Chew et al.[26] The
liquids are thus treated as droplets or rivulets, which will
achieve a steady average percolation velocityquicklybased
on gas, liquid and packing properties considering the
interactions between liquid, gas and solid phases. The
liquids are generated inside the cohesive zone with a flow
rate as a function of total amount of liquid, inlet area and
ore/coke ratio. In the dripping zone, the liquids are
considered with reference to the moving coke bed, where
static holdup carries liquids through the lower zone of BF;
the force balance on dynamic holdup is superimposed on
the coke velocity field; and liquid holdups are calculated as
a function of coke physical properties.

2. Cohesive zone
The shape and position of cohesive zone are the

collected results of solid–gas flow, heat transfer and
chemical reactions. In turn, the cohesive zone will
impact the permeability, fluid flow, gas utilization,
thermal and chemical efficiency and hot metal quality
in the furnace. In this work, numerically, the cohesive
zone is presumed to lie between the solid temperature
(Ts) isotherms at 1473 K and 1673 K (1200 �C and
1400 �C). It should be noted that Ts refers to as the solid
phase temperature, even for the solids that are in the
melting state. Shrinkage ratio, Shr, defined as the ratio
of the decreased volume to the original volume occupied
by iron ore, is usually used to present the softening and
melting changes of iron-bearing materials to modify the
ore layer resistance.[37] In this study, the normalized
shrinkage ratio Shr

* is adopted to determine the particle

size and porosity of iron-bearing materials inside the
cohesive zone, which results from flow and heat/mass
transfers of all reactions.[27] The cohesive zone can be
treated as isotropic, anisotropic non-layered or layered
structures, respectively.[27] Following the previous stud-
ies,[7,14,15] the anisotropic treatment is adopted in this
model. That is, the cohesive zone is treated as a mixed
region of iron ore and coke particles with different
properties in the vertical and radial directions to the
burden. Thus, the anisotropic treatment corresponds to
the operation with layered charging but a small batch
weight for coke and iron-bearing materials.[27] Table V
outlines the anisotropic treatment of cohesive zone.

D. Numerical Techniques

The conservation equations and other equations/
expressions listed above can be solved by an in-house
code, or commercial CFD code such as CFX or Fluent.
In this study, different from the previous models based
on in-house codes,[7,27,29,38] the model is based on the
framework of the commercial software package—AN-
SYS-CFX v12.0. Specifically, the Eulerian multicompo-
nent—multiphase module is used in this model. This
platform is chosen for easy transfer due to better
readability and potential connections with our previous
CFX-based sub-models such as raceway[6,39,40] and
hearth,[41,42] and other existing sub-models such as
burden distribution.[43] As shown in Figure 2, the
solution procedure employed in this model involves
the following steps:

� Step 1: Before CFX runs, a pre-calculation of the
mass balance is conducted for determining the

Fig. 7—Flow pattern of solid phase: (a), velocity vector; (b), streamline and (c), contours on horizontal slices at different heights.
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boundary and initial conditions in terms of solid–gas–
liquid flow, temperature and concentration fields;
� Step 2: The respective CFX runs for solid, gas and

liquid phases are conducted for calculating their flow-
thermal-chemical behavior. Initially, chemical reac-
tions are not considered for rough convergence, and
an approximate profile of cohesive zone is estimated
preliminarily. Then chemical reactions are considered
and solid–gas–liquid flow, temperature and concen-
tration fields will be recalculated for determining the
profile of cohesive zone. The inlet condition of gas at
the tuyere is fixed as the pre-set initial condition, i.e.,
gas rate, whereas the inlet conditions of solids at the
furnace top, i.e., solid rate, are dependent on the re-
sult in the last update of a shared library (which is
created and used outside of CFX runs for interphase
coupling, with the updating done via repeating the
above calculations for the respective phases);
� Step 3: The convergence will be reached when the

relative difference in cohesive zone positions predicted
by two consecutive iterations is less than 10 pct (not
10 pct of the whole furnace height). In the meantime,
other more strict CFD convergence in aspects of
momentum, heat and mass transfers of solid–gas–li-
quid phases, are all required for this BF model, so

that the imbalance of the solid, gas and liquid phases
in terms of mass, momentum, energy, concentrations,
pressure etc., are less than 1 pct. It is noted that
separate CFX runs plus interphase coupling via a
library used in this study is largely for better stability
towards convergence.

E. Simulation Conditions

The computational domain covers the stack part and
bosh part of the BF, from burden surface to hearth
liquid surface. The model is applied to a BF of around
1000 m3 inner volume with height 25 m, throat diameter
6.4 m, belly diameter 8.8 m and hearth diameter 7.2 m.
Considering the symmetrical distribution of process
variables, a half of BF is used in a 3D geometry covering
an arc of 30 deg, meaning 12 tuyeres are assumed in this
simulation. A spherical cavity (1.0 m in diameter)
adjunct to the tuyere inlet is assumed to simulate the
raceway. The geometry and mesh are illustrated in
Figure 3. The mesh of the computational domain
includes 46,390 nodes and 46,547 elements. The sensi-
tivity of the results to different mesh sizes is also
examined, confirming the mesh independence.

Fig. 8—Volume fraction of gas phase: (a), over the whole domain and (b), over the localised iso-surfaces in the half raceway.
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The burden distribution and particle sizes at the
furnace top are assumed as input conditions, as illus-
trated in Figure 4. The volume ratio of ore/(ore+coke)
is assumed to change linearly from 0.4 at the furnace
center to 0.8 at the wall; the ore particle size is assumed
to be constant at 30 mm whereas coke particle size is
assumed to change linearly from 60 mm at the center to
30 mm at the wall. It is noted that the ore/coke ratio is
low at the furnace center, and coke particle size is small
near the furnace wall. This burden distribution provides
high permeability at the furnace center due to large
particles causing large voids for fluid flow. The burden
distribution is assumed, as the measurements of such
data are not available. The burden distribution will then
vary as solids travel downward, resulting from various
inter-phase interactions with gas–liquid flows and chem-
ical reactions, as discussed in Section II–C. The top
pressure is assumed to be 2 atm in the simulation. Other
main simulation conditions of operating data used in
this study are listed in Table VI. The physical and
chemical properties of each component in the three
phases can be found elsewhere.[27]

III. RESULTS AND DISCUSSION

In this section, the typical internal state of a BF is
discussed in terms of flow and thermochemical behavior
of gas, solid and liquid phases, and key process perfor-
mance indicators such as reduction degree and gas
utilization. In particular, in addition to the overall in-
furnace phenomena, the multiphase flow in the vicinity
of the raceway is characterized in detail, where the 3D-
featured circumferential flow and maldistribution are
more evident. The 3D distributions of process variables
in the BF can be visualized comprehensively on the slices
and also by a new view—volume rendering, for better
illustration of some variables. The volume rendering
enables visualizing field variables throughout the entire
domain by varying both transparency and colour of a
plot as a function of a variable value, that is, higher
transparency in blue means lower value of a variable.

A. Solid–Gas–Liquid Flow Patterns

1. Cohesive zone
The location and shape of cohesive zone is the collected

results ofmultiphaseflow, heat andmass transfer. Figure 5
shows the location and shape of the cohesive zone in a half
of the BF. The location and shape of the cohesive zone is
visualizedusing two surfaces,whicharedefinedby the solid
temperatures of 1473 K (1200 �C) for upper boundary of
cohesive zone and 1673 K (1400 �C) for lower boundary of
cohesive zone, respectively. The simulations indicate that
the cohesive zone in the shapeof inverseV isobtained in the
lower part of the BF. It is largely uniform and slightly
thicker at the two ends of cohesive zone, which was also
observed in References 1, 47.

2. Solid phase
Figure 6 shows the volume fraction of solid phase

(VFs). The volume fraction is generally lower in the

furnace center, resulting from the assumed burden
distribution (Figure 4), but it varies in different zones
inside the BF. First, in the lumpy and dripping zones,
the permeability is higher at the furnace center than near
the wall in the radial direction. Secondly, inside the
inversed V-shaped cohesive zone, the volume fraction is
gradually decreased from upper boundary to lower
boundary due to the phase change from iron ore to
liquid iron. Thirdly, in the raceway region, a sphere-
shaped region is very low in solid volume fraction,
nearly zero, as assumed in the initial conditions. The 3D
features around the raceway are observed. For example,
the iso-surfaces of solid volume fractions, e.g., 0.46 to

Fig. 9—Flow pattern of gas velocity: (a), along the central vertical
plane; (b), contour on horizontal slices at different heights and (c),
over the localised iso-surfaces of gas velocity.
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0.5, are almost spherical in shape, leading to the rapid
decrease of porosity from nearly 1.0 to ~0.5 over the
raceway surface. Fourthly, in the deadman region, the

volume fraction is assumed to be much higher, ~0.65,
meaning much lower permeability. In addition, the
solids of coke and iron ore are also envisaged according

Fig. 10—Volume fraction of liquid phase: (a), rendered over the working volume; (b), contour on horizontal slices at different heights; (c), over
the localised iso-surfaces in the vicinity of the raceway and (d), along the central vertical plane.
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to the timeline of solids in Figure 6(d) and the layered
structure is not explicitly considered in this model,
where more coke is found at the furnace center above
the cohesive zone.

Figure 7 shows the flow fields of solid phase inside the
BF in terms of velocity vectors, streamline and contours
on horizontal slices at different heights. Generally, the
solid downward velocity is slightly slower near the
furnace wall, compared to that at the center (Fig-
ure 7(c)). In the lumpy zone, the solid downward
velocity is gradually reduced. After entering the cohesive
zone, the solid downward velocity is rapidly decreased
and the directions are deflected, because coke particles
have to fill the space occupied by the iron ore, which
transforms from solid to liquid phase. Compared to the
lumpy zone, the solid downward velocity in the dripping
zone is much slower because the solid flow in the
dripping zone is only driven by the coke consumption in
the lower part of the furnace. The deadman region is
formed at the center bottom due to solid movement and
coke consumption in the raceway. As a result, the solid
velocity is directed towards the raceway bottom at an
extremely slow speed. Near the raceway and tuyere,
relatively fast solid velocity vectors are observed. The
deviations were also observed in References 27, 44 and
explained as a result from the plug flow conditions
where raceway or tuyere acts as the outlet for the solid
phase.

3. Gas phase
Figure 8 shows the volume fraction of gas phase

(VFg). It can be observed that the volume fraction of gas
is generally slightly higher in the furnace center. This
radial variation pattern is observed from top to cohesive
zone corresponding to the solid flow and distribution
(Figure 6). Compared to the lumpy zone, the gas
volume fraction in the dripping zone is lower, but still
has a similar radial pattern variation pattern. In the
raceway region, i.e., the sphere-shaped region, the
circumferential gas flow is observed. The gas volume
fraction in the raceway is very high, nearly 1.0. In the
deadman region, the volume fraction of gas is only 0.35,
meaning a very low permeability for gas flow.

Figure 9 shows the gas velocity field in the furnace. It
can be observed that after blasted into the furnace via
tuyeres at a high speed, the gas reduces its speed
gradually inside the raceway. After reaching the raceway
boundary, gas streams slow down rapidly, and penetrate
not only from the raceway end along the tuyere
direction but also from the raceway surface. This is
also evidenced by the 3D iso-surfaces of gas velocities
and volume fractions (Figures 8(b) and 9(c)). Then the
gas travels very slowly in the deadman region due to the
low permeability and has to travel over the deadman
surface, then flow upward in the dripping zone. In the
dripping zone, the gas flow is at a higher speed near the
center than near the wall. After reaching the lower
boundary of the cohesive zone, the upward velocity is
decreased, with directions deflected. Compared to the
dripping zone, the gas velocity in the lumpy zone is
lower due to the increase in gas density as the gas cools.
In the lumpy zone, the gas velocity is gradually

decreased and generally higher at the furnace center
(Figure 9(b)). It is noted that the 3D features of gas
flow, e.g., flow through the side of raceway (Fig-
ure 8(b)), and iso-surfaces of gas velocity inside the
raceway, are not predictable in the past 2D BF models.

4. Liquid phase
In this 3D model, a sphere-shaped raceway is assumed

for simplicity. Figure 10 shows the volume fraction of
liquid phase (VFl) in views of 3D volume rendering,
along slices, and iso-surfaces, so as to describe the liquid
flow comprehensively, especially in the vicinity of the
raceway. Clearly, liquid distribution varies significantly
in different zones below the cohesive zone. Liquids are
generated inside the inversed V-shaped cohesive zone
from the softening/melting of ferrous materials, but the
quantity varies in the radial direction, i.e., higher liquid
generation near the wall mainly because of the higher
ore/coke ratio near the wall side, an input condition for
the present study. In the dripping zone, the volume
fraction of liquid is different in the radial direction, i.e.,
lower in the furnace center. This is because, in addition
to more liquid generation near the wall, higher center
permeability allowing for more gas flow near the center
and more liquids flow near the wall also contributes to
this feature. Compared to the dripping zone, the volume
fraction of liquid is higher in the deadman due to the
low solid porosity, slower solid/liquid velocity and then
higher liquid holdup. The liquid volume fraction in the
raceway is nearly zero, meaning that liquid does not
enter the raceway. Instead, the liquids’ flow is circum-
ferential, i.e., over the entire raceway surface through

Fig. 11—Liquid flow pattern predicted by a 2D slot model.
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the pores of the surrounding coke bed, leading to a peak
liquids volume fraction below the raceway cavity (Fig-
ure 10(c)). This is because liquids are pushed away
around the sphere-shaped raceway surface by strong
gas–liquid interaction at the raceway boundary. They
then flow through the porous media of the surrounding
coke bed due to the balanced gas–liquid–solid force
interaction, resulting in high liquid flux between race-
ways. Solids travel over the deadman surface towards
the bottom of the raceway (Figure 7(b)), entraining
liquids to the area below the raceway to a certain degree.
Also liquids are generated inside the cohesive zone and
flow in the dripping zone near the wall. As a result,
liquid accumulation is also observed below the raceway.
For these reasons, a ‘dry’ sphere-shaped raceway can be

identified (Figure 10(c)). Therefore, the liquids, carrying
mass and heat, will impair and redistribute the gas flow
and also can be redistributed by the prevailing gas and
packing properties radially and circumferentially during
descent to the hearth.
In the past, 2D slot modeling without raceway cavity

was widely used for simulating the internal state of
BF.[20,22,26,27,44] Prior to developing the current 3D
model, a similar 2D slot model was also developed for
describing the liquid flow, where liquids are deflected
along the radial direction only, leading to a prominent
liquid stream located at a certain distance from the
tuyere (Figure 11). This is also observed in the previous
2D studies.[26,27] Such a result is regarded as compro-
mised due to the geometric limitation of the 2D slot

Fig. 12—Flow pattern of liquid phase: (a), vectors along the middle plane (X–Z); (b), vectors along four parallel planes (Y–Z); (c), streamlines of
liquid phase and (d), distribution on the radial slices.
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model and cannot fully reflect the liquid flow in a
practical BF where the raceway is a 3D cavity. However,
in this 3D study, where the raceway cavity is explicitly
considered and volume fraction of liquid is explicitly
solved in the governing equations, the liquid flow is
found to be quite different from those predicted by the
previous 2D slot model. That is, near the tuyere, the
liquids predicted by this model flow largely in the
vicinity of the raceway, i.e., over the raceway surface
(Figure 10(c)) with liquid accumulation and flux be-
tween the raceway cavities. Therefore, the 3D model
with raceway cavity will predict a notably different
liquid flow pattern and should be used in numerical
studies where the localised liquid flow pattern near the
raceway is the concern.

Figure 12 shows the flow patterns of liquid phase
below the cohesive zone by means of superficial velocity
vectors (a&b), streamline (c) and distribution on the
slices (d). It is observed that liquid velocity is generally
higher near the furnace wall than the center. This is also
the case in the previous models.[31] Inside the cohesive
zone, the liquid downward velocity is gradually in-
creased. The liquid droplets then percolate through the

Fig. 13—Temperature field of solid phase: (a), at the central vertical
plane and (b), contour on horizontal slices at different heights.

Fig. 14—Distributions of mass fractions of solid components in the
solid phase: at the central vertical plane (left) and contour on hori-
zontal slices at different heights (right): (a), coke and (b), ferrous
materials.
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coke bed in the dripping zone almost vertically. In
addition to the descending flow of liquids in the dripping
zone and deadman region, liquid flow is deflected in the
vicinity of the raceway (Figure 12(c)), due to the strong
gas–liquid–solid interactions. A region of low liquid
speed can be observed along the raceway boundary
(Figure 12(b)), although the liquid volume fraction there
is extremely low (Figure 10). In this study, the hot metal
and slag are treated as one single liquid phase for
simplification. As a result, the general features of liquid
flow can be characterized in the regions above the hearth
surface. The respective liquid flows of hot metal and slag
in the hearth have been simulated using a separate
model[41,42] and can be integrated into this 3D BF
process model. This will be done in the future.

B. Thermochemical Behavior and Process Performance
Indicators

1. Solid temperature
Figure 13 shows the solid temperature along the

central vertical plane and on horizontal slices at different
heights. It is observed that the solid temperature is
generally higher near the furnace center (Figure 13(b)),
because more coke particles are charged at the furnace
center, allowing more gas flow of higher temperature
and thus higher solid temperature in the center. In the
lumpy zone, the solids are quickly heated up at the
furnace top and then during descent, the solids are

gradually heated up. The solid temperature is increased
rapidly inside the cohesive zone, especially near the
lower boundaries of the cohesive zone. Compared to the
lumpy zone and cohesive zone, the dripping zone shows
much higher solid temperature clearly due to the
continued heat transfer from the hotter gas close to
the raceway. In the dripping zone, the solid temperature
is higher in the center than near the wall because of
higher permeability and gas flow (Figure 9) combined
with the lower heat demand for reduction and solution
loss reactions associated with the low ore volume
fraction, providing heat and leading to higher temper-
atures. In contrast, liquids of relatively low temperature
mainly travel near the wall (Figure 10), removing heat
and leading to low solids temperature compared to the
center. In the vicinity of the raceway, some 3D features
can also be captured such as higher temperature within
the raceway than between the raceways (Figure 13(b)).
The temperature of gas/liquid phases is qualitatively
similar to that of solid phase in the different zones,
because solid phase is a slow moving bed, and there is
strong heat transfer between solid, gas and liquid
phases.

2. Solid components
Figure 14 shows the mass fractions of the two solid

components: coke particles and iron-bearing materials
in the solid phase. It is observed that more coke particles

Fig. 15—Distribution of CO mass fraction in the BF: (a), at the cen-
tral vertical plane and (b), contour on horizontal slices at different
heights. Fig. 16—Distribution of gas utilization: (a), at the central vertical

plane and (b), on the horizontal slices at different heights.
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and less iron-bearing materials are found at the furnace
center, consistent with the assumed burden distribution
(Figure 4). As solids descend in the lumpy zone, the
mass fractions of coke and ferrous materials change
slightly. Inside the cohesive zone, particularly near the
lower boundary of cohesive zone, the ferrous materials
are quickly consumed, being reduced and melted into
liquids of iron and slag. As a result, below the cohesive
zone, the mass fraction of ferrous solids is zero and coke
particles fully represent the solid phase.

3. Gas distribution
Figure 15 shows the distribution of CO mass fraction

in the BF. It is observed that CO concentration is
generally high near the furnace center due to the high
permeability and lower ore/coke ratio there (Fig-
ure 15(b)). Below the cohesive zone, the CO concentra-
tion does not change significantly from its tuyere inlet
value due to regeneration by the solution loss reaction.
After passing the cohesive zone, during gas ascent, the
CO is gradually consumed in the lumpy zone as a result
of strong indirect reduction reactions. It is noted that
the sudden change of CO concentration is not aligned
with the upper boundary of cohesive zone. This is
because of the preferential gas flow and low ore/coke
ratio in the center, leading to sustained regeneration and
less CO consumption in the center.

4. Gas utilization
Gas utilization is an important performance indicator

representing the energy efficiency in the furnace to a

certain degree. It is defined as the percentage of CO2 in
the CO and CO2 gas (volume fraction), i.e.,

Gas utilization ¼ CO2

CO2 þ CO
:

Figure 16 shows the distribution of gas utilization
from the lower part to furnace top. It is observed that
the distribution of gas utilization is generally higher near
the furnace wall (Figure 16(b)) due to the assumed
higher ore/coke ratio near the furnace wall. Below the
cohesive zone, the gas utilization is zero, as CO2 is not
stable in this region. After reaching the cohesive zone, a
sudden change is observed, but this change does not
fully match the profile of the cohesive zone, i.e., a
delayed sudden increase near the furnace center because
the prevailing gas flow is observed in the furnace center.
Then the gas utilization is gradually increased in the
lumpy zone due to the strong indirect reduction reac-
tion. In addition, the gas utilization can also be
calculated at the furnace top. In this case, the averaged
gas utilization on the furnace top is 57 pct.

5. Reduction degree
Figure 17 shows the distribution of the degree of

reduction of ore from the BF top to bottom. It is
observed that the reduction degree is generally high at
the furnace center (Figure 17(b)) due to the high
availability of reducing gas in this region. The reduction
degree then varies in different zones. In the lumpy zone,
the reduction degree is gradually increased from zero to
around 0.5 upon reaching the cohesive zone. In the
cohesive zone, the reduction degree is increased rapidly,
where an early increase is observed near the furnace
center due to the preferential gas flow and high coke/ore
ratio. After passing the cohesive zone, the ore is fully
reduced to liquid iron, meaning 100 pct reduction
degree. Such in-furnace distributions of process indica-
tors, e.g., gas utilization and reduction degree, can
represent the collected results of flow and thermochem-
ical behaviors at the different zones of BF in response to
changes of BF operation, and thus provide guidance for
process optimization.

IV. CONCLUSIONS

A 3D CFX-based model has been developed to
describe the complex behavior of multiphase flow,
heat/mass transfer and chemical reactions in a BF.
The model is applied to a BF covering from the burden
surface at the top to the liquid surface in the hearth. In
this model, the 3D raceway cavity is considered explic-
itly, allowing for detailed description of multiphase
flows in the vicinity of the raceway. The results show
that the in-furnace phenomena of flow and thermo-
chemical behavior of solid–gas–liquid phases can be
characterized in terms of velocity, volume fraction,
temperature and component distributions, respectively.
Process performance indicators can also be obtained.
The key findings are summarized below:

Fig. 17—Distribution of the degree of reduction of ore: (a), rendered
over the working volume and (b), contour on horizontal slices at dif-
ferent heights.
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1. In general, the control of burden and hence perme-
ability distribution is important. This is evidenced by
the simulated results for the BF considered, where the
furnace center shows higher bed permeability due to
the assumed burden distribution, leading to higher
temperature, lower liquid volume fraction but higher
gas volume fraction, higher reduction degree and
lower gas utilization.

2. The in-furnace phenomena vary in different zones
such as lumpy zone, cohesive zone, dripping zone,
deadman and raceway. Many process variables
change significantly in the cohesive zone. Compared
to the cohesive zone and dripping zone, the lumpy
zone shows higher solid velocities/lower gas veloci-
ties, much lower temperature, and higher gas utili-
zation and lower reduction degree. As solids descend,
coke mass fraction is rapidly increased; the CO
concentration is rapidly decreased as gas ascends.
Below the cohesive zone, the deadman zone shows
much lower solid/gas velocities compared to the
dripping zone. The liquids are redistributed by the
prevailing gas and packing properties in the radial
direction during descent to the hearth.

3. The 3D circumferential gas–liquid flows in the
vicinity of the raceway have been depicted. The liquid
flow pattern predicted by this 3D model is different
from that predicted by the previous 2D slot model.
The former predicts liquid flow circumferentially
around the 3D raceway surface through the pores of
the surrounding coke bed, whereas the latter predicts
a prominent liquid stream located some distance
from the tuyere only as a compromised result from
the 2D limitation.

The model provides a cost-effective tool for under-
standing the internal state of a BF and also sets up a
platform for linking with other sub-models, e.g., race-
way[39,45,46] and hearth.[41,42] It can be used for investi-
gating the effects of operational changes on furnace
performance and identifying methods to improve energy
efficiency of a BF, and the results will be reported in the
future publications.
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NOMENCLATURE

aFeO Activity of molten wustite
Ac Effective surface area of coke for

reaction (m2)
Asl,d Effective contact area between solid

and liquid in unit volume of bed
(m2 m�3)

cp Specific heat (J kg�1 K�1)
d Diameter of solid particle (m)
d* Normalized particle size (d* = d/dmax)
dl,g Liquid droplet diameter as affected by

gas flow (m)
dl,h Droplet diameter as affected by holdup

(m)
dw Effective packing diameter (m)
D Diffusion coefficient (m2 s�1)
Dg,n

e Effective diffusivity of component n,
n = CO (m2 s�1)

Ef Effectiveness factors of solution loss
reaction

fs Degree of reduction
f Interaction force per unit volume

(kg m�2 s�2)
f(dcoke) h(SL) Correction factors for particle size and

coke reactivity
g Gravitational acceleration (m s�2)
h Holdup
hl,t Total holdup
hij Heat transfer coefficient between i and j

phase (W m�2 K�1)
H Enthalpy (J kg�1)
k Thermal conductivity (W m�1 K�1)
kf Gas-film mass transfer coefficient

(m s�1)
ki Rate constant of ith chemical reactions

(i = 1, 2, or 3) (m s�1)
K Equilibrium constant
Mi Molar mass of ith species in gas phase

(kg mol�1)
�Mg Molar mass of gas mixture (kg mol�1)
Nore Number of ore particles per unit

volume of bed (m�3)
p Pressure (Pa)
Pr Prandtl number
R Gas constant (8.314 J K�1 mol�1)
R* Reaction rate (mol m�3 s�1)
Re Reynolds number
S Source term
Shr

* Normalized shrinkage ratio,
Sh�r ¼ Shr=Shr;max; Shr;max ¼ 0:7

T Temperature (K)
U True velocity (m s�1)
Vb Bed volume (m3)
Vg Gas volume (m3)
Volcell Volume of control volume (m3)
Xp Dimensionless pressure drop
yi Mole fraction of ith species in gas phase

GREEK SYMBOLS

C Diffusion coefficient
I Identity tensor
/ General variable
u Shape factor
a Specific surface area (m�2 m�3)
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af, bf Coefficients in Ergun Eq.
b Mass increase coefficient of fluid phase

associated with reactions (kg mol�1)
d Distribution coefficient
e Volume fraction
h Contact angle (deg)
g Fractional acquisition of reaction heat
l Viscosity (kg m�1 s�1)
q Density (kg m�3)
r Surface tension (N m�1)
s Stress tensor (Pa)
x Mass fraction
nore, ncoke Local ore, coke volume fraction
ni Mass fraction of species i
c Scaling factor for convective heat transfer

SUBSCRIPTS

e Effective
g Gas
i Identifier (g, s or l)
i,m mth species in i phase
j Identifier (g, s or l)
k kth reaction
l Liquid
l,d Dynamic liquid
s Solid
sm FeO or flux in solid phase

SUPERSCRIPTS

e Effective
g Gas
l,d Dynamic liquid
s Solid
T Total
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