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Water modeling experiments were designed to observe the deformation of a liquid surface by
impinging the gas jet. Video images were taken and processed in a systematic way. The
important surface cavity parameters, such as depth, width, and their frequency of oscillation,
were obtained. The relation between surface depression depth and the supplied gas momentum
were consistent with previous findings and were extended to higher flow rates. The surface
instability and the onset of splashing were observed and interpreted with the Blowing number.
The wave behaviors were described qualitatively with a combination of photographic evidence
and power spectral density analysis to extract the characteristic wave numbers for each gas flow
rate. The analysis of the time series of the surface variables showed a connection to the
attenuation of turbulence gas pressure fluctuation and the surface deformation by the gas
impingement. Bath velocities were measured with a particle image velocimetry (PIV) technique.
To quantify the transfer of kinetic energy from the gas to the liquid, an energy transfer index
was defined and calculated with the PIV data. The index was insensitive to gas flow rate but
increased with cavity width. The momentum transfer across the interface was also analyzed, and
a similar cavity width dependence was found. A correlation between the cavity shape and
momentum transfer was proposed.
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I. INTRODUCTION

THE basic oxygen furnace (BOF) process uses
supersonic oxygen jets that impinge on the metal bath
surface, and the impingement process promotes the
refining reactions and slag formation. The BOF has an
extremely high refining rate partly because of the large
amount of interfacial area created among the metal,
slag, and gas phases by the high jet momentum; the
metal and gas phases are considered to be emulsified in
the slag layer.[1] The contribution of the extra area to the
overall reaction rate is estimated to be less than 50 pct.[2]

The other site for the high reaction rate is the hot spot at
the jet impingement or impact point. The temperature
measured by optical pyrometry around that impinge-
ment point is 2273 K to 2673 K (2000 �C to 2400 �C),
which is 773 K to 1073 K (500 �C to 800 �C) higher
than bulk bath temperature, and it is estimated that 75
to 80 pct of the carbon is removed in the jet impact
zone.[2] Therefore, the effects of the oxygen jet are
important for the determination of the following:

� The liquid cavity shape and area at the impingement
point.
� Droplet formation and the subsequent droplet tra-

jectory and residence time in the slag.[3]

� The transfer of momentum to provide stirring in the
metal bath.

The current state of knowledge for each of these
aspects will be reviewed briefly.

A. Cavity Shape

In principle, the cavity shape and area are a result of
the combined effects of the dynamic pressure from the
jet, gravity, and the capillary forces. Molloy[4] classified
the response of the liquid surface to an impinging jet
into dimpling, splashing, and penetrating stages; the
classification criteria were based mainly the surface
stability as a function of the gas impingement velocity.
Banks and Chandrasekhara[5] were the first investiga-

tors to develop a fundamental relationship between the
momentum of a turbulent jet and the depth of penetra-
tion no. They combined a turbulent jet centerline
velocity relationship[6] with a balance between gas
dynamic pressure and buoyancy at the impact point to
obtain the following dimensionless relationship:
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An equivalent relationship was developed by Turkdogan.[7]

Koria and Lange[8] extended the analysis to jetting from
multiple holes. Qian et al.[9] modified Eq. [1] slightly and
fitted Fq ¼ _M=qlgn0d

2
0 with quadratic polynomials of

hþ n0=d0 to experimental data. Recently, Nordquist
et al.[10] reviewed the cavity depression depth data and
concluded that Eq. [1] is not accurate for nozzle
diameters less than 2 mm. They derived a new relation-
ship based on a macroscopic energy balance.
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In contrast to the cavity depth, the jet cavity diameter is
relatively insensitive to jet momentum at high values[7,11];
the cavity diameter is more dependent on the distance of
the liquid surface from the nozzle and inclination angle.
Banks and Chandrasekhara[6] also developed a relation-
ship between cavity depth and diameter

dc
n0
¼ A

ffiffiffiffiffiffiffiffiffiffiffi
_M

qlgn
3
0

s
½2�

where A depends on the assumed cavity shape; A isffiffiffiffiffiffiffiffiffiffi
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for a paraboloid,
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for an ellipsoid, and

2.9 for what they called a ‘‘deep cavity.’’

B. Droplet Formation

The ejection of the liquid phase by splashing is an
important issue in the oxygen steelmaking process. This
splashing generates the metal/slag/gas emulsion but also
causes spitting of metal and slag from the vessel.
Solidified slag droplets on the oxygen lance provide a
protective layer to enhance lance life. Recently, slag
splashing practices (with nitrogen after a heat is finished)
have been developed to splash slag onto the vessel
refractory walls to prolong their life. So splashing
phenomena might have both beneficial and detrimental
effects in steelmaking. Droplets can be generated by
pressure fluctuations, horizontal and vertical cavity
oscillations,[12] shearing by the gas stream, breakup
of large droplets, entrainment into a gas stream,[13,14]

and by the growth of the ripples.[15] Chatterjee and
Bradshaw[16] determined the critical cavity depth to create
droplets could be correlated with the Bond number and
the Morton number for the liquid; the critical depths are
1.54 cm for water and 2.52 cm for iron melts.

To determine the critical velocity for droplet gener-
ation the nominal Weber number[17] and Blowing
number[18] are useful.
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The nominal Weber number is not a grouping of
quantities usually reserved for Weber numbers (qu2/r),
so the Blowing number terminology is preferred. Subagyo
et al.[18] argued that the Blowing number is an estimate of
how many times the critical velocity in the Kelvin-
Helmholtz interface stability criterion has been exceeded.
The analysis is based on the linear relationship between
the vertical impinging gas velocity and the tangentially
deflected velocity at the stagnation point.[19] The ratio of
the critical tangential velocity to the axial jet velocity g is
taken as 0.447, so that splashing by theKelvin-Helmholtz
instability occurs when the Blowing number is unity
which is equivalent to a nominal Weber number of
10.[18,19] When viscous effects are included in the Kelvin-
Helmholtz analysis for the air/water case, the critical
velocity is decreased from 6.5 m/s[20] to 5.75 m/s.[21]

C. Liquid Circulation

In conventional BOF operations, the force from the
oxygen jet is the only source of stirring; stirring is
necessary to bring reactants such as carbon, silicon, and
phosphorus into the reaction zones. From an industrial
standpoint, it is well known that stirring from the top is
poor, and this has prompted the development of a wide
range of combined blowing practices. In these practices,
varying amounts of gas are injected through the bottom,
which stirs the steel much more effectively. Most studies
of these phenomena have focused on measuring mixing
times which is an indirect measure of the transfer of
momentum from the gas to the liquid. Bath circulation
was directly studied by Davenport by measuring the
movement of plastic beads flowing with fluid by a video
technique for a very limited set of flow conditions.[22]

The aim of the current work is to understand the
response of the liquid surface in the gas jet impingement
situation. Measurements of the cavity shape have been
performed. The onset of splashing has been reexamined
with the corresponding instability relationship and wave
behavior. The extent of kinetic energy and momentum
transfer from the gas to liquid has been measured. The
current study benefited greatly from advances in digital
photography and the use of digital particle image
velocimetry (PIV) to measure the liquid velocity profiles
in a plane of the vessel. Digital analysis techniques such
as fast Fourier transforms (FFTs) and power spectral
density analysis have permitted better characterization
of the data than was possible in previous works.

II. APPARATUS AND EXPERIMENTS

A. Apparatus

A top gas jetting system was constructed that con-
sisted of a cylindrical straight lance, flow meter, gas
cylinder, and pressure regulator. The lance had inner
and outer diameters of 2.85 and 4.76 mm, respectively.
The lance length was made longer than the length for
fully developed turbulent flow to ensure these conditions
at the lance exit. The maximum velocity was approxi-
mately 300 m/s for which the Reynolds number is
57000. According to White,[23] the minimum pipe length
to diameter ratio for fully developed turbulent flow is
given by L/d = 4.4Re1/6. Therefore, the minimum
required length is approximately 8 cm, but a 50 cm
length was used so that the lance height could be
changed conveniently.
A DataMetrics 810LM-PAX hotwire type flow meter

(DataMetrics Corp., Orlando, FL) was used to measure
the gas flow rate; the minimum and maximum capacities
were 10 and 500 standard liters per minute (SLPM),
respectively. The flow meter was calibrated with a
Precision Scientific (Chicago, IL) wet test meters. The
gas jet behavior depends, to some extent, on the nozzle
tip geometry, so the centerline jet velocity was measured
with a pitot tube. The measured data were compared
with those of Wygnanski and Fiedler,[24] and the data
were fitted to linear regressions for the free jet and wall
jet configurations. The following relationships were
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obtained from the calibration procedure. For the wall
jet, the distance from the wall was half the diameter of
nozzle, 2.4 mm.

free jet:
u0
um
¼ 0:185

x

d0
� 1:141 ½5�

wall jet:
u0
um
¼ 0:180

x

d0
� 1:727 ½6�

The gas cylinder pressure was maintained at 345 kPa
throughout the experiments. Preliminary tests were
performed with a cylindrical tank of 45 cm diameter
and 50 cm height filled with tap water to 20 cm.
However, the jet cavity geometries were disrupted by
the waves from the vigorous splashing. Because the jet
cavity shapes depended mainly on the impinging jet
pressure, the liquid tank dimension did not have much
effect when the tank size was much greater than the
cavity. Therefore, in the reported experiments, a tank of
50 9 50 9 50 cm filled with distilled water to 20 cm
height was used with a wall jet configuration to extract
better geometrical information. Details of the tank and
gas systems are illustrated in Figure 1.

The jet cavity image was recorded with a Sony DCR-
TRV 80 HandyCam (Sony, Tokyo, Japan); the frame
rate was 30 frames/s. To enhance the contrast at the free
surface line, the camera aperture was maintained with
low values and a 200 W lamp was used on the back
lower side of the tank to illuminate the surface. The
digital images were stored as JPEG image files for later
analysis.

The water flow field was measured with PIV using the
LaVision integrated system (LaVision GmBH, Goettingen,
Germany). The system consist of a Nd-YAG green
(532 nm) pulsing laser unit, 1.4 megapixel digital cam-
era, and PIV control and analysis software. The pulsing
laser has 100 mJ maximum power and minimum time
interval was 0.5 ls. The double-pulsed laser was
synchronized with the digital camera shutter with a

special time control—frame straddling, which is well
described by Gharib and Daribi.[25] The camera had
progressive scan interline transfer charge-coupled device
type and it was double shuttered for the frame strad-
dling mode. Dantec (Dantec Dynamics A/S, Skovlunde,
Denmark) hollow glass beads of 9 to 13 lm were used as
the seeding particles. As shown in Figure 2, the laser
beam was converted to a sheet of light using a
cylindrical lens and adjusted to cover the whole area
of interest. The 45-cm diameter cylindrical tank, filled
with distilled water to 20 cm, was contained inside of
larger square tank to minimize the distortion of the
image and excessive expansion of laser light sheet. The
laser light sheet was aligned vertically and the particle
images were taken at the right angle from this illumi-
nated plane.

B. Surface Geometry Measurement

For the surface geometry measurement, the flow rate
was controlled between 10 and 100 SLPM, and the lance
distance from the liquid surface varied from 6 cm to
24 cm. The video images taken by the camera were
stored and image filtering was applied to emphasize the
free surface interface. From the filtered images, the free
surface line was digitized. A series of 60 sequential
images over 2 seconds were digitized for each experi-
mental condition, and each digitized surface profile was
analyzed to extract the geometrical data. Figure 3 shows
a schematic diagram of digitization and definition of
surface geometrical variables. The digitized data were
interpolated with a cubic spline using a finer interval
than the experimental data interval and were used for a
subsequent analysis. The time series of depth of cavity,

Fig. 1—A wall jet cubic tank experimental setup that is used in the
experiments for the video measurement of surface geometry.

Fig. 2—A PIV setup. The laser sheet was aligned vertically and the
illuminated particles were photographed with the digital camera,
which was at right angle to the light sheet.
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width of cavity at the average surface level, width of
cavity at the top elevation position, and horizontal
position of deepest cavity position were stored and
analyzed with FFT and power spectral density (PSD)
functions, as will be discussed subsequently.

C. PIV Measurement

In the PIV technique, a cross-correlation analysis is
used to determine how far the particles in the image
have moved.[25,26] The selection of interrogation window
size must consider the flow velocity range; a recom-
mended criteria according to Kean and Adriantems[27] is
0.1 pixel< Dx< 0.25dint, where dint is the interrogation
window size. For each experimental condition, the PIV
measurements were made 3 to 5 minutes after starting
blowing to establish steady-state liquid circulation
velocity. Preliminary test measurements were performed
for each PIV measurement with an approximate time
step. From the measured minimum and maximum
velocities in the test, the proper time step was deter-
mined and the measurement was repeated with it. To
obtain the best picture, the camera aperture and laser
power were adjusted for each flow rate and lance height;
the time step ranged from 3 to 30 ms. The images were
analyzed with DaVis software of LaVision. A 64 9 64
pixel interrogation window was selected and a single-
pass algorithm was used. A median filter was applied to
each velocity analysis, and statistically spurious vectors
are eliminated and replaced by interpolations. The 20
vector measurements were averaged and the cavity
surface and gas side were masked.

III. RESULTS AND DISCUSSION

A. Surface Geometry and Dimensionless Relationships

Figure 4 shows that the mean depth increases with gas
flow rate and that the fluctuations in depth increase with
it as well. Figure 5 shows that the mean diameter dc (at
the initial surface level) and top lip diameter dt follow
each other closely over the range of flow rates and lance
heights. Contrary to the findings of Cheslak et al.,[11] the
slope of width change was affected by the flow rate. The
decrease of the slope in the higher flow rate is considered
to be associated with the regime change[4] to the
splashing mode as reviewed in Section I.

Banks and Chandrasekhara‘s[5] similarity relation-
ship, in Eq. [1], was modified slightly to represent the
linear functional behavior between the length group and
the momentum group. The square root of the slope is
the turbulent gas jet constant K
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The linear regression (Figure 6) shows that the slopeK2 is
60.9 and correspondingK value is 7.81 ± 0.05. This value
is slightly higher than other reported values (5.5 to 7.5).
The impact point velocity, i.e., the vertical velocity

that the jet would have at the height of the liquid if it
were not present, was obtained from the calibration
procedure with the pitot tube. As described by Banks
and Chandrasekhara,[5] the local force balance at the
stagnation point is the starting point of their theoretical
derivation for their analysis. The local force balance
between the vertical kinetic energy and the potential
energy leads to the local modified Froude number

Frlm ¼
qgu

2
g

qlgn0
¼ 2:0 ½8�

Figure 7 shows the variation of the local modified
Froude number with the computed impact velocity and
the measured depth of penetration. There is some scatter
of the data because the depth of penetration fluctuates

Fig. 3—Schematic diagram of analysis of digitized surface profile
data.

Fig. 4—The mean jet cavity depth vs gas flow rate, the error bar
is ±1 standard deviation for lance heights 6, 12, 18, and 24 cm.

Fig. 5—The mean jet cavity width and lip width vs gas flow rate; the
error bar is ±1 standard deviation for lance heights 6, 12, 18, and
24 cm.
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considerably, but the scatter diminishes as the impact
velocity increases and the values converge to a value
somewhat below 2. Beyond the Splashing stage, the
decrease in variation is clear, which means the vertical
force balance becomes more dominant. There is some
discrepancy between Molloy’s[4] criteria for the transi-
tions between the stages: dimpling to splashing (13
compared with his 15 m/s) and splashing to penetrating
(28 compared with his 75 m/s). The discrepancy comes
from the difference in the calculation of the impact point
velocity. Molloy used the initial nozzle to undisturbed
liquid surface distance, but this study used the actual
distance from the nozzle to the depressed liquid surface
point.

Qian et al.[9] defined a new parameter Fq to provide a
better correlation between the dimensionless momentum
and distance groups. At higher flow rate and deeper
penetration, Fq increases quadratically with dimension-
less distance, which was defined as (h+ n0)/d0. The fitted
equation was

Fq ¼ 0:024
hþ n0
d0

� �2

þ0:0072 hþ n0
d0

� �
þ 0:84 ½9�

Figure 8 shows Eq. [9] and the experimental results of
this study. Qian et al.[9] based their correlation on
measurements up to dimensionless distances of 50. The
current experiments andEq. [9]matchup to (h+ n0)/d0=
40. However, for higher flow rates, the experimental
results deviate from Eq. [9]. Therefore, a new regression
formula was obtained from the current data.

Fq ¼ 0:0358
hþ n0
d0

� �2

þ0:353 hþ n0
d0

� �
� 22:615;

rms ¼ 3:17 ½10�

Banks and Chandrasekhara[5] derived a dimensionless
relationship of the ratio between the cavity width and
depth assuming three different cavity shapes, elliptic,
parabolic, and deep shape. Figure 9 shows the plot of
the width-to-depth ratio against the dimensionless
momentum. The slope depends on the assumed cavity
shape. The current cavity width-to-depth ratio is closer
to the parabolic shape. Contrary to Turkdogan[7] and
Cheslak et al.,[11] the cavity width depended on the jet

Fig. 6—The deep cavity relationship from Eq. [1] was modified and
used to observe similarity behavior. The horizontal axis is the
momentum group and vertical axis is the length group. The slope is
the square of the turbulent gas jet constant.

Fig. 7—Local modified Froude number as a function of impact
velocity. The data are clustered around modified Froude numbers of
2 for dimpling and penetrating range.

Fig. 8—A comparison with Qian et al.’s correlation Fq showing its
deviation from the data for length groups over 40.

Fig. 9—A plot of dimensionless momentum and cavity aspect ratio.
The current experiments show the overall cavity shape closer to
parabolic.
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momentum. In the penetrating regime, some data have a
narrower cavity width because the lip was directed
inward, but the average width increased with flow rate.

B. Kelvin-Helmholtz Instability

As discussed in Section I, a Blowing number of unity
corresponds to the onset of the Kelvin-Helmholtz
instability to produce droplets. The ratio of the tangen-
tial velocity to the axial velocity g has been taken as
0.447 based on previous work for gas jets impinging on
solid flat plates[18]; it has not been determined for fluid
surfaces. Multiplying this value by the vertical velocity
for splashing in the current work, 13 m/s, produces
5.81 m/s for the critical tangential velocity. This value is
much closer to the critical velocity from the Kelvin-
Helmholtz theory accounting for the viscosity of water,
5.75 m/s,[21] than the value for inviscid ones, 6.50
m/s.[20] Therefore, even with some discrepancy in the
deflection velocity, the Blowing number can be used for
the criteria of how many times the critical Kelvin-
Helmholtz instability has been exceeded, as proposed
originally.[18]

The onset of splashing is difficult to determine because
there is a distribution of droplet sizes. Small droplets
were generated around the waves even at a low flow rate;
this was found when a paper tissue became wet when
held near the interface, even though droplets could not
be seen by eye. Therefore, the onset of splashing was
determined when the surface starts to eject some visible
drops (3 to 5 mm) around the perimeter of the cavity.
The flow rate for the onset of splashing was summarized
in Table I. Figure 10 shows that splashing begins when
the Blowing number is approximately 0.7 to 0.8.

At higher flow rates, the jet penetrated into the liquid
surface and bubbles were entrained into the water. This
penetration was observed only in the 6-cm lance height
case above the 60 SLPM flow rate. In He and
Standish’s[17] analysis, a sharp increase of droplet
generation rate occurred around the nominal Weber
number of 40, which corresponds to Molloy’s penetrat-
ing regime. The Blowing number is approximately 4
when the impact velocity is 28 m/s (penetrating crite-
rion). Molloy[4] indicated that the splashing is reduced in
the penetrating regime. That finding may be explained
with the current observations in that the generated
splash may not be able to escape a deep cavity, but
larger wave generation by penetration and correspond-
ing bubble entrainment around the jet cavity may
contribute to the generation of splash by this different
mechanism.

The critical depression depth (cavity depth at the
onset of splashing) is another important parameter. The
previously reported critical depression depth was
1.54 cm for the water–air system.[16] However, this
value depends on the jetting condition such as jet
momentum and lance height, as shown by Figure 11.
The critical depth decreases slightly when the lance
height increases. Chatterjee and Bradshaw[16] observed
this slight decrease of critical depth, but they interpreted
this depth simply as an ‘‘inherent property of the
liquid.’’ Larger cavity width gives an impinging jet more
distance over which to transfer momentum to the liquid
for the growth of unstable waves. According to the
analysis of Kitscha and Kocamustafaogullari[28] and
Funda and Joseph,[21] the stable and unstable wave
conditions can be determined from a force balance, but
in the actual critical wave, phenomena require time and
distance to grow. So in their analysis, the maximum
growth rate does not occur at the critical wavelength but
at smaller wavelengths that have larger growth rates.
Therefore, this interpretation may explain the decrease
of critical depression depth with an increase in the cavity

Table I. The Flow Rate at the Onset of Splash for Each

Lace Height

Lance
Height (cm)

Onset Flow
Rate (SLPM)

6 15
12 30
18 45
24 60

Fig. 10—The change in the Blowing number with the impact veloc-
ity. Splashing begins at approximately 0.7 to 0.8.

Fig. 11—Depression depth as a function of the jet momentum. The
solid line shows that the critical depression depth for splashing
decreases as the lance height increases.
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width; there is more distance and time for the jet to
disturb the surface.

C. Spectral Analyses of the Interfaces

An FFT was applied to the time series of measured
variables and the surface profiles to determine whether
characteristic frequencies and wavelengths exist. For the
lowest lance 6 cm, the Fourier transform of cavity depth
(Figure 12) shows a wide range of frequencies. For the
horizontal position of cavity depth, 2 Hz was pro-
nounced in 6-cm height case, but a characteristic
frequency was not dominant in the other lance heights
(12, 18, and 24 cm). As the lance height was increased,
lower frequencies of 4 to 8 Hz became more dominant
for cavity depth and width; this is generally consistent
but somewhat lower than in the previous work, 5 to
12 Hz.[13]

D. Wavelength Variations

The Blowing number analysis shows that this system
has a strong relationship with the Kelvin-Helmholtz
instability. According to this theory, the gas momentum
will cause waves on the surface that are stable at a low
gas velocity, but as the velocity is increased, they move
into unstable smaller waves that disintegrate into the
stable range. At some critical velocity, the waves grow
so rapidly they cannot return to the stable range. This
wave behavior can be observed qualitatively in
Figure 13. The wavelength is relatively large in

Figure 13(a), and as the gas flow rate increases, the
wavelengths become smaller as in Figure 13(b).
As the gas velocity increases, the situation changes in

the penetrating regime. The gas penetration into the
cavity surface leaves a deeper dimple inside the jet cavity
that is fluctuating, and this dimple requires some time to
recover to the average shape of the cavity surface.
Sometimes, this deeper part of the cavity is trapped as a
bubble by the returning flow. Consequently, the cavity
surface contains these deeper penetrations with longer
wavelength fluctuations, and they are grouped with
smaller waves that were generated from the returning
trapped bubbles to the surface. This is observed in
Figure 14 for the 6-cm height case.
These observations provide a qualitative perspective,

but this cannot explain the connection with Kelvin-
Helmholtz instability. The simple application of the
FFT to the digitized cavity shapes did not show
distinguishable results for the typical wave numbers
because of the overwhelming contribution of large
waves to its power. Therefore, a PSD function was used
for the analysis. For the definition and the physical
meaning of PSD, see the Appendix.
As indicated by Elson and Bennet[29] in their surface

profile analysis, a PSD of a single profile does not give a
good estimation; ensemble averages must be used. For
this purpose, 60 digitized surface profiles were used to
find the average. Figure 15 shows the ensemble-aver-
aged PSD surface variation with wave number (k = 2p/
k). At a high lance height, the PSD plot shows only
small fluctuations for the highest flow rates, so only the

(a) (b)

(c) (d)

Fig. 12—Fast Fourier transform of time series of cavity depth change for 80 SLPM cases. (a) 6 cm, (b) 12 cm, (c) 18 cm, and (d) 24 cm.
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6-cm case is shown in Figure 15. At low flow rates, there
are no distinguishing features in the distributions;
straight lines are observed in the plot. Close to the
penetrating regime (up to 50 SLPM), there is more
power in the waves with wave numbers of approxi-
mately 80 cm�1 or wavelength of 0.785 mm, and the
major parts of wave number keep increases until the
flow reaches to the penetration range.

Further into the penetrating regime, the power
distribution shifts to lower wave numbers of the order
of 30 cm�1 or wavelengths of 0.1 cm (i.e., the peaks in
the curve shift to lower wave numbers as the flow rate is
increased). This range of wave number is comparable
with the maximum growth factor range computed from
the viscous potential theory,[21] which is caused by the
penetration that produces larger wavelengths. In this
regime, the wave behavior is affected more by the
penetration, trapped voids, and returning bubbles than
the shearing action of the gas. That is to say, the surface
wave motion becomes less influenced by the Kelvin-
Helmholtz instability, which arises from the differential
velocity of stratified fluids. When upward returning gas
flow cuts liquid ligaments extending inward to the
cavity, the bulk fluid was accelerated upward and
disintegrated into droplets, as described by Peaslee and
Robertson.[13] This case is analogous to liquid drops in a
fast gas stream as is considered by Joseph et al.[30]

Therefore, Rayleigh-Taylor instability is more appro-
priate than Kelvin-Helmholtz instability.

E. Temporal Oscillation of the Surface

It is important to control oscillations in a metallur-
gical vessel for stability in operation. Typical temporal
oscillation frequencies have been reported in many
papers.[13,31,32] The measurements from this study match
the range in other studies, 4 to 12 Hz. However, a

Fig. 13—An example of wavelength disintegration. As the flow rate
increases, the typical wavelengths of the ripples in the cavity de-
crease. The pictures are from the 12-cm lance height. (a) Low flow
rate, 30 SLPM and (b) high flow rate, 100 SLPM.

Fig. 14—A comparison between the splashing regime (a) and the
penetration wave behavior (b). In the penetration range, the surface
the cavity contains small ripples. The pictures are from the 6-cm
lance height case. (a) Splashing, 30 SLPM and (b) penetration, 80
SLPM.

Fig. 15—Power spectral density dependence on the wave number for
6-cm lance height. The wave number increased until the Penetration
regime, and the wave number shifts to a lower range after the Pene-
tration regime (above 60 SLPM). Note that the lines from 60 SLPM
to 100 SLPM are shifted upward by 10 for clarity.
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dominant frequency and a systematic relationship with
lance height could not be found. Uncertainty in the
relationship between the frequency and the lance height
appears in the literature as well; Lee et al.[31] reported a
strong linear relationship between those two variables,
but Lee et al.[32] indicated that the wave motion is
‘‘indifferent to nozzle height and angle.’’

To determine a characteristic frequency of each
impinging condition, a PSD analysis was applied to
the times series of the measured surface geometrical
variables. Figure 16 shows the PSD of each time series
of the vertical cavity depth, cavity width, and the
horizontal position of cavity tip. Characteristic frequen-
cies could not be found with this method. However, the
spectral decay behavior (the slope of the graphs) all has
the same value, close to –5/3. Surface elevation spectra
have been measured by several researchers, and they all
show different slopes in PSD. Metcalf et al.[33] measured
a surface elevation and pressure spectra around an
underwater foil in turbulent flow; their slopes were –2
and –5/3 for surface elevation and pressure, respectively.
Zarruk[34] measured surface elevation with PIV images
with waves from a wave generator underneath of the
surface; the slope taken from their figures was approx-
imately –3. Mitsuyasu and Honda[35] measured the
water surface elevation spectra of waves generated from
wind shear; the slope was –2 to –3, but the slope was

reduced in the presence of surfactants. Lommer and
Levinson[36] reported –17/6 in their vertically shaken
vessel. Weak turbulence theory[37,38] indicates the slope
should be –17/6 for capillary waves and –4 for gravity
waves. Dabiri[39] indicated that the surface elevation is
related directly to pressure for low Froude number flow.
They interpreted the surface elevation spectra as
pressure spectra and obtained a slope –10/3, which they
compared with an isotropic pressure spectra theoretical
slope of –11/3.[40] So in all of these studies, the slope
ranged between –2 and –4, depending on the flow
conditions.
In this impinging jet situation, the cavity surface

depth was interpreted with force balance at the stagna-
tion point, so it is reasonable to assume that the
fluctuations in the shape are caused by turbulent
fluctuations in gas velocity and pressure. Near a surface,
the isotropic turbulence behavior breaks down and
anisotropy in length scales have been reported by
Handler et al.[41] Some direct numerical simulation
results show anisotropic turbulent behavior around a
surface.[42] Brumley and Jirka[43] observed an attenua-
tion of vertical velocity spectra close to the free surface.
Guo and Wood[44] measured time spectra of velocity
and pressure in a gas jet impinging on a flat solid plate
and observed attenuation of the vertical velocity and
pressure spectra close to the plate. Therefore, the –5/3

(a)

(c)

(b)

Fig. 16—Power spectral density of cavity geometrical variables for a lance height of 6 cm, the slope of the reference line is –5/3. (a) Vertical
depth, (b) width, and (c) horizontal position of cavity tip.
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slope of time spectra in this study is thought to be the
result of the attenuation of the turbulent velocity and
pressure spectra close to the surface.

F. Wall Jet Experimental Issues

As indicated in Section II, the surface geometry
measurements were done in the wall-jet setup (Figure 1).
Preliminary full three-dimensional (3D) cylindrical mea-
surements were used to determine the depression depth
only, but the detailed wave behavior inside cavities
could not be obtained; it was difficult to determine
which wave comes from which part of paraboloid
section viewed from outside of the vessel.

The wall jet behaves differently[45–47]; there is larger
span-wise expansion and the vertical velocity profile
along the wall. Wall jet measurements from the litera-
ture[46,47] and the calibration in this work show –1.066 to
–1.16 exponent to the lance height for the centerline
velocity decay; for the circular 3D jet case, it is –1. So the
dimensionless relationship for depression depth (Figure 6)
shows almost identical behavior with previously reported
result for the full 3D case.[48] The jet expansion is wider in
for the wall jet, so a wider cavity shape would be expected.
However, the results of Figure 9 show good agreement
with the parabolic shape reported by Banks and Chandr-
asekhara. The agreement may be fortuitous because there
is some discrepancy regarding the cavity width between
investigators; some claim it is independent to the flow
rate.[7,11] The current experiment was neither fully 3D nor
two dimensional, so the open side away from the wall may
have allowed the cavity to behave like a fully 3D case, but
this requires subsequent investigation.

G. Liquid Velocities

Figure 17 shows examples of PIV measurements for
low and high flow rates. These measurements were made
when the flow conditions were established at a steady
state. As expected, the liquid moves away from the
cavity depression at the center of the tank and moves
toward the vessel walls. A recirculation area was
established near the walls.

H. Kinetic Energy Transfer Efficiency

To assess the extent of kinetic energy transfer from
the gas to the liquid, an energy transfer index I was
defined, assuming cylindrical symmetry of velocity and
neglecting angular velocity

I ¼
R

qlu
2dV

_Ein

½11�

It is the ratio between the kinetic energy in the sum of
the fluid and the input kinetic energy flux input rate at
the undisturbed initial liquid level, which is obtained
as follows:

_Ein ¼ 0:136qgK
3 Q3

pd30h
½12�

where K is the turbulent jet parameter (7.81) and Q
is the gas flow rate. It is difficult to define the energy
input from the gas to liquid because the jet kinetic
energy of the initial jet is degraded by the entrain-
ment of stagnant surrounding air and by the produc-
tion of turbulence,[5] so an appropriate kinetic energy
flux at the point of impingement must be determined.
The axial gas velocity profile has Gaussian shape,
and it is a simple matter to demonstrate that the
summation of the kinetic energy from the jet center-
line to the half of the maximum velocity profile
includes more than 95 pct of the total kinetic energy.
Therefore, the kinetic energy input rate at the
impingement point _Ein is given by

_Ein ¼
Z2p

0

Zr1=2

0

1

2
qgu

2urdrdh ½13�

(a)

(b)

Fig. 17—Examples of PIV measurement velocity vectors. The back-
ground image is one of the PIV pictures from the measurement. (a)
6 cm, 40 SLPM and (b) 6 cm, 90 SLPM.
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u ¼ ume
�0:693 r=r1=2ð Þ2 ½14�

Nakanishi et al.[49] defined the specific energy dissi-
pation rate for top-blown vessels.

e ¼ 0:4530QTd0u
2
0 cos

2 h=W=h ½15�

where W is liquid weight. This concept is similar to
the energy transfer index. _Ein can be rearranged into a
different form

_Ein ¼ 8:5� 10�3K3qgQd0u
2
0=h ½16�

If the jet is vertical, then the cosine term drops out.
Assuming that the flow is incompressible, the mass flow
rate qgQ can be replaced with normal QT. The numerical
coefficients depend on the nozzle conditions. The specific
energy dissipation rate is referenced to the bath weight
W so for fixed nozzle conditions, kinetic energy input _Ein

is proportional to W, and the current energy transfer
index I can be written as follows:

I ¼
R

qlu
2dV

eW
½17�

Figure 18 shows the energy transfer index over the
whole liquid domain calculated from the PIV data. The
energy transfer is more efficient at a higher lance height
within the present experiments, but the flow rate did not
have much effect on it. Davenport et al.[22] reported that
the bath circulation was greater at higher lance heights
for equivalent kinetic energy levels at the impinging
point. The current analysis supports their claim. These
findings may be explained as follows. When the lance
height is low, there is deeper penetration, so the gas
velocity is higher and the contact area between the gas
and liquid is small. More splashing and bubble forma-
tion occurs, which consumes extra energy. At higher
lance heights, with the same initial jet exit velocity, the
cavity will be wider, providing larger contact area for
increased momentum transfer. For extremely high lance
heights, it is expected that eventually a decrease will
occur in the energy transfer index because of the
consumption of the kinetic energy by the production
of turbulence. This finding is consistent with the fact

that the slag splash practice has optimum lance height
when the gas flow rate is fixed.[50]

I. Momentum Transfer around the Jet Cavity

Kinetic energy balances, such as the specific energy
dissipation or the energy transfer index, discussed in the
previous section have limited value as a tool for process
analysis for two reasons. First, kinetic energy is always
degraded by several phenomena, and second, force or
momentum balances are the basis of dynamic similarity.
Therefore, the momentum balances presented in this
section are potentially much more useful for scaling the
results to industrial levels. As mentioned in Section I,
the transfer of momentum from the gas to the liquid is
important for mixing in BOFs. The transfer was
assessed in two ways, first by measuring the velocity in
the immediate vicinity of the cavity u. As a result of
fluctuations in the cavity shape and position, and
limitations of the PIV technique the liquid surface
velocity could not be measured. Therefore, an area for
investigation close to the interface was selected, and the
velocity values averaged in this region (Figure 19(a)).
The second measurement was the volume-weighted

Fig. 18—A comparison of the sum of energy transfer parameter I.

(a)

(b)

Fig. 19—The area of local velocity investigation and an illustration
of the approximation of cavity angle. (a) Local velocity and (b)
angle.
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average of the liquid velocity u in the entire liquid
domain.

These velocities will be related to the blowing condi-
tions. Assuming that the momentum transfer inside of
the cavity is dominated by a shear stress balance, the
momentum balance is

l1

u1 � us
d1

¼ l2

us � u2
d2

½18�

where d1 and d2 are boundary layer thicknesses for
each phase, and u1 and u2 are tangential velocities
around the cavity. This yields a simple linear relation-
ship between the two tangential velocities

u2 ¼ Au1 þ B ½19�

As in the Blowing number analysis, it will be assumed
that a linear relationship exists between the deflected or
tangential gas velocity and the impinging gas velocity
(u1 = gus). It was shown in Figure 7 that a local
modified Froude number similarity relates the imping-
ing gas velocity with the depression depth
(qgu

2
s

�
qlgn0 ¼ 2); thus, u1 is proportional to

ffiffiffiffiffi
n0
p

and
these substitutions can be made in Eq. [18]

u2 ¼ A
0 ffiffiffiffiffi

no
p þ B ½20�

According to Eq. [20], a linear relationship is expected
between the liquid velocity and the square root of the
depression depth.
Figure 20(a) shows the relationship between the

measured velocity near the cavity u and the square root
of depression depth. In general, there is a linear trend
within the experimental scatter in the data. The other
observed trend is that for an equivalent penetration
depth, more momentum transfer is observed for a higher
lance position, which seems counterintuitive. This find-
ing can be explained by the same argument made in the
previous section: There is more momentum transfer for
wider cavities. Figure 20(b) for the average liquid
velocity shows similar trends with the square root of
the cavity depth.
These findings imply that some cavity shape factor

can influence the momentum transfer to the liquid.
Several functional relationships were investigated, and
the nomenclature is illustrated in Figure 19(b). The
angle of cavity slope was obtained from tan�1 dc=2n0ð Þ.
The contact distance increases as the angle increases and
as cosine h decreases. Figures 21(a) and (b) show that

(a)

(b)

Fig. 20—The measured local characteristic velocity and depression
depth, and each lance height shows linear relationship between the
velocity and square root of depth. (a) Local velocity, (b) average
velocity.

(a)

(b)

Fig. 21—A correlation between the local and average characteristic
velocity with the cosine shape factor and the square root of depres-
sion depth. The error bars are ±1 standard deviation. (a) Local
velocity and (b) average velocity.
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when ucos h and u cos h are plotted against the square
root of the depression depth, linear relationships are
revealed. At this stage, there no theoretical justification
for this relationship, but it should be noted that the
depression depth varies from 0.5 cm to 9 cm, so that this
relationship holds over a length scale more than one
order of magnitude in these experiments. Nevertheless,
additional experimental and theoretical verification is
necessary. The potential application of this finding is
important. From the gas velocity, lance height, and
cavity shape, one can calculate the local liquid velocities
(for the calculation of mass transfer coefficients) and the
bulk liquid velocities (for the calculation of mixing
phenomena).

IV. CONCLUSIONS

From the current study, the following conclusions
were drawn:

� The relation between surface depression depth and
the supplied gas momentum was consistent with
previous researchers[6] and was extended to higher
flow rates.
� Molloy’s[4] classification was reinterpreted with

impact velocity at the dimpled surface depth.
� The critical cavity depth for the onset of splashing is

approximately 1.2 cm, and it decreases with increas-
ing lance height because the increased cavity width
provides more contact for momentum transfer.
� Surface instability and the onset of splashing were

interpreted with the Blowing number.
� To find characteristic oscillation frequencies, a fast

Fourier transform technique was applied. The fre-
quency varied between 2 and 12 Hz, but it was difficult
to correlate the frequency to the jetting conditions.
� The power spectral density function was found useful

to analyze the energy associated with variations in
surface profile, cavity depth, cavity width, and the
horizontal position of the cavity tip. The wave num-
bers of the distribution were shifted to a lower range
when the cavity is in the penetration stage.
� The slopes of the power spectral density function

against frequency generally show a slope of –5/3, and
it is thought to be related to the attenuation of tur-
bulent fluctuations around the impingement point.
� An energy transfer index was defined to characterize

the transfer of kinetic energy from the gas jet to the
liquid. The PIV measurements of liquid velocity were
used to calculate the index. Beyond the dimpling
regime, the index showed little dependency on the gas
flow rate but increased as the lance height increased.
The latter finding is attributable to the wider cavity at
higher lance height, which gives the gas more
opportunity to move the liquid.
� An analysis of the momentum transfer at the gas–

liquid interface also shows that wider cavities
increased the liquid velocity near the interface and the
average recirculation velocity.
� A relationship between the cavity shape and

momentum transfer is proposed.

APPENDIX

The PSD distribution is defined as

PSD fð Þ ¼ lim
T!1

1

2T

ZT

�T

X tð Þe�i2pftdt

2
4

3
5
2

½A1�

which is equivalent to the Fourier transform of an
autocorrelation of X(t)

PSD fð Þ ¼
Z1

�1

lim
T!1

1

2T

ZT

�T

X tð ÞX tþ sð Þdt

2
4

3
5e�i2pfsds

½A2�

According to Priestley,[51] the PSD can be interpreted as
‘‘contribution to the total power of X(t) by components
with frequencies between f and f+ df.’’ This PSD is used
widely for time series analysis and wave analysis, and it is
mathematically equivalent to the energy density spectra of
the spectral analysis of turbulence. The numerical imple-
mentations are well described in Otnes and Enochson.[52]

A numerical library matplotlib (http://matplotlib.source
forge.net/) of Python programming language was used for
PSD computation; the Hanning windowing option was
used to reduce numerical leakage, which is described in
Otnes and Enochson.[52]

NOMENCLATURE

dc cavity width
dt cavity top lip width
d0 nozzle diameter
g gravity constant
h distance from nozzle to initial surface
k wave number
K turbulent jet constant
_M gas momentum rate
n0 depression depth
Q gas flow rate
x distance from the nozzle exit
us gas impact point velocity
u0 gas nozzle exit velocity
um turbulent jet centerline velocity
Re Reynolds number ¼ quL

l

� �
g gas deflection coefficient, the ratio of tangential

gas velocity to the jet velocity at the impingement
point

k wavelength
ql liquid density
r surface tension
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