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A new formulation has been developed to describe the fluid dynamics of a liquid draining through
an orifice under the influence of gravity. The model relates experimental quantities of head and flow
rate, with surface tension, viscosity, and density, facilitating the calculation of all three properties.
Experiments performed with molten aluminum at temperatures from 937 to 1173 K indicate that sur-
face tension (N/m) and density (kg/m3) are [0.871 � 0.155 � 10�3 (T � Tliq)] and [2390 � 0.15
(T � Tliq)], which is within 6.5 and 2.5 pct, respectively, of values reported in the literature. The vis-
cosity has been determined to be 5.2 � 10�4 Nsm�2, which is significantly less than data reported
from other sources. The method is unique because the measurements are performed under highly
dynamic conditions.

I. INTRODUCTION

KNOWLEDGE of the physical properties of melts is
fundamentally important for many metallurgical processes.
The term “melt” refers to molten materials such as metals,
salts, slags, etc. The productivity and efficiency of many
high-temperature applications rely on accurate knowledge
of surface tension, viscosity, and density of the melt under
consideration. This article will introduce a method that simul-
taneously calculates all three properties using one experi-
mental setup.

Density is required in studies ranging from simple mass
balance calculations to the study of natural convection. Other
examples include predicting the separation of slag/metal sys-
tems or calculating the terminal velocity of inclusions within
a melt. Density is also required to quantify other physical
properties such as surface tension and dynamic viscosity.

Viscosity is a quantity of fundamental importance in fluid
transport problems, as well as in issues concerning reaction
kinetics in melt processing. The viscosity of molten systems
often dictates the castability (or ability to fill a mold cavity)
of many metals and their alloys.[1] Furthermore, the mech-
anisms of solidification often require knowledge of the vis-
cosity of the melt.[2,3]

Surface tension is a significant property in atomization and
granulation studies for the powder metallurgy industry,
because the efficiency of these processes is directly related
to the surface tension of the melt.[4] The Marangoni effect
has been discussed extensively in the literature and describes
convection induced within a liquid from gradients in surface
tension. In welding, penetration of the liquid phase is
dependent on this phenomenon.[5] The Marangoni effect also
plays a crucial role in the corrosion of refractory material
at slag-gas and slag-metal interfaces. The rate of nitrogen

absorption in iron is also dependent on this phenomenon in
steelmaking.[6]

In order to manipulate metallurgical processes, a complete
database of these properties should be available. Unfortu-
nately, there is much work that needs to be done in applying
property data to many processing environments. Many of
the techniques used in measuring physical properties of low-
temperature liquids (water, organic liquids) are not applicable
for melts because of a number of factors. Material selection
at high temperatures, temperature control and monitoring,
and other issues constrain measuring techniques considerably.
The reactive nature that molten metals exhibit with oxygen
is problematic and great lengths have been made to provide
an inert atmosphere for experimentation. In measuring sur-
face tension, contamination has a particularly drastic impact
on the surface tension of molten metals. Oxide accumula-
tion has been known to affect the surface tension of these
liquids in the presence of very low levels of oxygen.[5,7,8]

To further complicate matters, methods used to measure the
surface tension of melts are predominantly static, providing
an opportunity for contaminants to accumulate.

In this study, a new technique will be introduced that
simultaneously measures the surface tension, viscosity, and
density of melts. This method relies on formulations that
describe flow through an orifice under the influence of grav-
ity. Results with molten aluminum will be presented and
compared with data available in the literature. This method
is unique since it is performed in a highly dynamic manner.
Numerous measurements are made during the course of one
experiment because experimental variables change as the
vessel drains, thereby giving this new method significant
advantages over conventional techniques.

II. FORMULATION

In a previous contribution, a new formulation was devel-
oped that includes potential, kinetic, and surface forces to
describe the fluid dynamics of stream flowing from an ori-
fice under the influence of gravity[9,10] (refer to Figure 1
for a schematic of the system). The derivation is similar to
the traditional Bernoulli formulation 
except that an additional term is included because pressure

(Q � pro
2 12gh)
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induced from surface tension is quantified in the model. In
terms of volumetric flow rate, the expression is written as

[1]

or, in dimensionless form,

[2]

where Fr is the Froude number, given by

[3]

and Bo is the Bond number, given by

[4]

The Froude number represents the ratio of the inertial force
of the stream to the potential force of the liquid head above
the orifice discharge. The Bond number represents the ratio
of the potential force to the surface force of the stream exit-
ing the orifice (induced by the liquid surface tension).

The discharge coefficient, Cd, accounts for frictional losses
in the orifice and is a function of the Reynolds number given
in terms of the experimental volumetric flow rate as follows:

[5]

Using liquids of known physical properties and the orifice
to be used with melts, a calibration of Cd vs Re may be devel-
oped.[9,10] Water was used as a calibration fluid; the results

Re �
2rQexp

proh

Bo �
rgrh

s

Fr �

a Q

pro
2Cd

b2

2gh

Fr � Bo�1 � 1
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b

for two separate calibrations are presented in Figure 2. For
4000 � Re � 13,000, the relationship may be expressed as

[6]

Equations [1] and [5] or [2] through [5], as well as the Cd

vs Re calibration given by Eq. [6], are used to determine the
properties of melts.

Experimental measurements of head and flow rate are
made as a liquid drains through an orifice. Such data will
be used in the model to simultaneously calculate surface ten-
sion, viscosity, and density using the Gauss–Newton method
for nonlinear regression analysis.

By rearranging Eq. [1], the experimental head can be
expressed as a function of experimental volumetric flow rate:

[7]

The quantity �hexp represents the error between experimental
and calculated head measurements. Assuming a linear rela-
tionship between Reynolds number and discharge coeffi-
cient (Eq. [6] and Figure 2), Eq. [7] can be expressed in
terms of linear constants a and b, as follows:

[8]

Since it is cumulative mass data that is generated as the
vessel drains and density is unknown, mass flux, Vexp, is
introduced to replace Qexp:

[9]

Equation [7] is now expressed as follows:
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Cd � a(Re) � b � 2.196 � 10�6(Re) � 0.914

668—VOLUME 36B, OCTOBER 2005 METALLURGICAL AND MATERIALS TRANSACTIONS B

Fig. 1—Schematic of draining vessel system depicting flow rate of a fluid
through an orifice.

Fig. 2—Frictional characteristics of the 0.005-m- (5-mm-) diameter orifice.



A linear approximation of theoretical head can be performed
using a Taylor series expansion around unknown properties,
�, �, and 	.

[11]

where subscript j�1 refers to updated values after a single
iteration of the algorithm. In applying the Taylor series
approximation to predict theoretical head, Eq. [10] can be
written as follows:

[12]

Substituting Eq. [11] into Eq. [12],

[13]

As the vessel drains, experimental head and mass flux can
be written in vector notation:

[14]

[15]

Equation [13] can be written as

[16]

where [Z] is a matrix of partial derivatives:

[17]

The partial derivatives of Eq. [13] with respect to �, �, and
	 for each measurement are given in Eqs. [18] through [20]:
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[20]

The vector {Y} corresponds to the difference between experi-
mental and calculated head values:

[21]

Vector {�x} corresponds to the change in property values
after each iteration:

[22]

The vector, {�E}, is the error associated with differences
between experimental and calculated head values. Applying
linear least-squares theory results in the following matrix
inverse relationship:

[23]

Updated values for �, �, and 	 are calculated after each
iteration:

[24]

[25]

[26]

Convergence is attained once the following quantities are
less than the specified tolerance, �:

[27]

[28]

[29]

Once all convergence criteria given by Eqs. [27] through
[29] are satisfied, the physical properties of the fluid are the
values given by �j�1, �j�1, and 	j�1.

Experimental

The experiments were carried out in an inert chamber
depicted schematically in Figure 3. Argon is pumped into the
unit until a small overpressure is obtained; thus, air does not
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leak back into the unit. A continuous purge of argon is run
through the unit until a nominal oxygen level of 20 ppm is
registered from the oxygen monitor.

Aluminum is placed into a graphite crucible that has a
capacity of approximately 1 L (�1.5 kg molten aluminum).
An orifice plate constructed of high-density graphite is inserted
through the bottom of the crucible and fastened in place.
Figure 4 illustrates the dimensions and the geometry of the
orifice plate. It is necessary that the outlet diameter of the
orifice be known with a high degree of precision. Providing
inaccurate values of ro in the formulation will result in sig-
nificant systematic errors in the property values of the fluid.

The 99.95 pct purity aluminum used in these experiments
was melted using induction heating, and the liquid metal
temperature was monitored using a thermocouple immersed
into the melt. It is essential to measure the temperature of
the melt near the orifice.[9,10] Temperature dependence on
physical properties can be significant.[2] The thermocouple
is placed vertically in the crucible until it is 1 to 2 mm from
the bottom. It is also placed approximately 1 cm to the side
so that it does not interfere with the flow characteristics of
the melt exiting the crucible.

One of the issues with induction heating is the electro-
magnetic force that induces movement in the melt. This would
alter the calculation since melt movement in the crucible is
not considered in the formulation. For this reason, induction
heating is turned off once the melt is ready to pour through
the orifice. The thermocouple does record a temperature
decrease of as much as 20 °C from the start to the end of the
melt flow duration for the crucible emptying. The expected
error will be less than 1 pct for surface tension and density

based on data in the literature.[2,7] For viscosity, however, this
temperature decrease may affect the measurement slightly more
(�5 pct).[35]

Once the aluminum is molten and the oxygen content in
the unit has reached equilibrium, the melt is poured through
the orifice plate and onto a loadcell that registers cumula-
tive mass. During heating, a stopper rod covers the bottom
of the orifice and is released when the experiment is ready
to proceed. To ensure the loadcell is kept sufficiently cool,
the melt is captured onto a stainless steel pan containing sil-
ica sand, which dissipates heat.

A data acquisition system records signals from the oxygen
analyzer, thermocouple, and loadcell. The mass flux is
obtained from the cumulative mass, Cm, vs time curve
recorded by the loadcell (Figure 5). A second-order poly-
nomial curve is fit to the data. A higher order polynomial
curve did not improve accuracy. A polynomial fit on a set
of data collected for aluminum through a 5-mm-diameter
orifice at 1073 K is expressed as

[30]� 2.212 � 10�2 (kg)
Cm � �8.356 � 10�4(t)2 �  6.491 � 10�2 (t)
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Fig. 4—Orifice plate dimensions.

Fig. 3—Experimental apparatus.

Fig. 5—Cumulative mass vs time for aluminum at 1073 K.

Fig. 6—Experimental head measurements for aluminum at 1073 K.



Differentiating Eq. [30] with respect to time, and dividing
by the cross-sectional area of the orifice, provides flux:

[31]

Head, hexp, is obtained using loadcell information as well.
Knowing the geometry of the crucible, head can be deter-
mined by monitoring the quantity of material that poured
through the orifice as a function of time. The density of the
liquid is required for the calculation and was provided from
the literature for molten aluminum.[2] This value of density
was used to initiate the iteration process and was subse-
quently updated during the course of the solution, as will be
illustrated in Section III. Figure 6 illustrates head as a func-
tion of time using this approach.

III. RESULTS: MOLTEN ALUMINUM

Using the multiple nonlinear regression analysis formula-
tion, surface tension, viscosity, and density were determined
for a system of aluminum at 1073 K. Results are presented
in Table I with values quoted from the literature. The density
and surface tension have a percent difference of only 1.2 and
2.5 pct, respectively, with respect to values in the literature.
Viscosity, however, was determined to be significantly lower
than the values quoted from the literature. Insight into this
result will be provided in the discussion of viscosity.

The complication in using known density information in
determining head will now be addressed. An iterative
approach is taken to calculate the properties using published
or an estimated value of density as an initial guess. The new
density determined by the model is used in subsequent iter-
ations in the model. This iterative process continues until
density does not change appreciably (i.e., converges). The
results from this approach are shown in Table II. It is clear
that properties rapidly converge. The relative error in den-
sity after applying data from Iida and Guthrie is 0.5 pct.[2]

This is deemed acceptable for all subsequent head estima-
tions. In the future, alternative means in generating head
data will be investigated. An error analysis and the tempera-

Vexp �
1

pro
2 

dCM

dt
 � �8.52 � 101(t) �  6.491 � 10�2

ture dependence of surface tension, density, and viscosity
of aluminum will now be presented.

A. Surface Tension

The surface tension of aluminum at 1073 K determined
for all head measurements is illustrated in Figure 7. Apply-
ing viscosity and density results from the regression, and
writing the formulation in terms of surface tension yields

[32]

An error analysis can be applied so that the scatter illus-
trated in Figure 7 can be predicted.

1. Error analysis
Errors in head, flow rate, and discharge coefficient will

contribute to error in calculating surface tension. Propaga-
tion of errors is used to quantify these effects.[11] From the
experimental results presented in Figure 7, it appears that
errors in head result in random scatter. Only errors in head
were quantified; however, formulations including errors in
flow rate and discharge coefficient are also included. A full

s � rgro chexp �
1

2g
a Qexp

Cdpro
2 b2 d
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Fig. 7—Surface tension of aluminum determined at 1073 K, with expected
error in surface tension due to error in head measurement represented by
the solid lines.

Table I. Summary of Regression Results for Aluminum at 1073 K

Surface Tension (N/m) Viscosity (Nsm�2) Density (kg/m3)

Keene[7] This Study Rothwell[30] This Study Iida and Guthrie[2] This Study
0.864 0.842 � 0.020 1.1 � 10�3 5.22 � 10�4 � 0.35 � 10�4 2328 2361 � 46
Pct diff 2.55 Pct Pct diff 52.5 Pct Pct diff 1.23 Pct

Table II. Physical Properties of Aluminum at 1073 K Determined from Regression by Iteratively Updating Density
in the Estimation of Head

	 � 2328 kg/m2 	 � 2361 kg/m3 	 � 2371 kg/m3

Property (Iida and Guthrie[2]) (Second Iteration) (Third Iteration)

Surface tension (N/m) 0.842 � 0.020 0.853 � 0.016 0.850 � 0.016
Viscosity (Ns/m2) 5.22 � 10�4 � 0.35 � 10�4 5.26 � 10�4 � 0.36 � 10�4 5.18 � 10�4 � 0.36 � 10�4

Density (kg/m3) 2361 � 46 2371 � 46 2370 � 46



description of this approach with complete derivations is
available elsewhere.[9]

Propagation of errors analysis applied to surface tension
is written as follows:

[33]

The value �� is the expected deviation in surface tension.
Quantities, �hexp, �Qexp, and �Cd represent standard deviations
in head, flow rate, and discharge coefficient, respectively.

The differentials in Eq. [33] are determined by taking
the derivative of Eq. [32] with respect to hexp, Qexp, and Cd.
These relationships are represented in Eqs. [34] through [36]:

[34]

[35]

[36]

The standard deviation in head was determined to be 0.5 �
10�3 m from repeat experiments.[9] This quantity and the
values from Eq. [34] were substituted into Eq. [33]. The
solid lines illustrated in Figure 7 represent the predicted devi-
ation in surface tension determined from this approach only
based on the error in measuring head. The error analysis
predicts scatter in the evaluation of surface tension since the
majority of calculations are confined within the predicted
boundary. Clearly, the contributions of error due to Qexp and
Cd are negligible.

2. Surface tension of aluminum as a function
of temperature

The surface tension of molten aluminum was measured as
a function of temperature between 973 K (700 °C) and 1173 K
(900 °C). The results are presented in Figure 8 with values
available in the literature. In a thorough review of the sur-
face tension of molten metals, Keene proposed a correlation
for the surface tension of aluminum as a function of
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temperature.[7] He did this by taking the average results of
20 independent studies.[12–29] The function is expressed as
follows:

[37]

This relation is illustrated in Figure 8. The melting point of
aluminum, Tliq, is 933 K (660 °C).

Equation [37] represents the surface tension of oxidized
aluminum. Oxide contamination on the surface of aluminum
occurs in the presence of even trace amounts of oxygen (par-
tial pressure of oxygen must be �10�39 Pa to avoid oxida-
tion of molten aluminum). Kaptay stated that measurements
have traditionally been performed in the presence of a layer
of supercooled Al2O3 on the surface.[8]

Goumiri and Joud[12] determined the surface tension of unoxi
dized aluminum by providing strict measures to significantly
reduce oxygen content. A combination of heating and cooling
and ion bombardment of the surface provided results that were
much higher than values obtained from other sources. In Fig-
ure 8, the surface tension determined in that study is 21 pct
higher than the value obtained by Keene at 973 K (700 °C).

A comparison of the draining vessel method with con-
ventional methods is warranted. Of the 20 studies consid-
ered in generating Eq. [37], 8 used the maximum bubble
pressure method (MBP) and 12 used the sessile drop method
(SD).[7] Goumiri and Joud used the sessile drop method for
their analysis.[12] A full description of these methods, as well
as other methods used for melts, are available in Iida and
Guthrie.[2] Techniques rely on formulations in which poten-
tial and surface forces are balanced. For instance, the ses-
sile drop method balances the weight of a droplet resting on
a substrate with surface forces that are a function of the
shape of the droplet as well as the surface tension of the liq-
uid. The maximum bubble pressure technique measures the
pressure of a bubble generated from the tip of a capillary
that is submerged a specific depth within the liquid. At the
point where the bubble detaches, surface forces overcome
both the pressure in the capillary as well as the pressure
exerted by the static head of liquid.

The draining vessel approach, in addition to balancing
potential and surface forces, accounts for the inertial force
of the exiting stream in the formulation, as indicated by the
introduction of the Froude number in Eq. [2]. Both MBP and
SD methods are static in comparison since the surface of
the liquid is stationary during the coarse of the measurement.
This poses significant implications for molten metals since
these liquids are susceptible to oxide accumulation that can
significantly lower surface tension. The maximum bubble
pressure method, however, can apply high bubble rates
(�0.1 seconds) to minimize exposure time to contaminants.[30]

Results illustrated in Figure 8 are similar in magnitude
to those stated by Keene. In Keene’s relationship, in each
study he examined, the melt appeared to have an oxide layer
on the surface, lowering the surface tension of the “pure”
melt. Note that the results reported by Goumiri and Joud[12]

are higher for an oxide-free surface. Thus, despite the highly
dynamic nature in which the draining vessel operates, results
suggest that surface tension determined via this method,
under experimental conditions described earlier, reflects an
oxidized state of the aluminum surface. From a validation
perspective, however, these results are encouraging since

sAl � 0.871 � 0.155 � 10�3 (T � Tliq)
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Fig. 8—Surface tension of aluminum as a function of temperature.



Keene’s relationship accounts for a number of independent
studies.

Referring to Figure 8, it is more difficult to obtain con-
sistent results at higher temperatures. This is attributed to
fluctuations in oxygen content at these temperatures. The
apparatus could not reliably provide the nominal 20 ppm
oxygen content at temperatures above 1073 K (800 °C).[9]

A linear relation is proposed and presented in Table III for
temperatures between 973 and 1073 K. The difference
between this relationship and Keene’s formula is no greater
than 6.5 pct over this temperature range.

B. Density

The density of aluminum at 1073 K for all head meas-
urements is illustrated in Figure 9. Applying surface tension
and viscosity results from the regression, and writing the
formulation in terms of density, yields

[38]

Error analysis will be applied to predict the scatter depicted
in Figure 9.

1. Error analysis
Similar to surface tension and viscosity evaluations, pre-

dicted error in density will only consider the standard devi-
ation in head:
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The differentials in Eq. [39] are

[40]

[41]

[42]

Refer to the scatter in calculating density from Figure 9.
Since calculations are confined to the predicted boundary,
error analysis reasonably predicts the error in density.

2. Density of aluminum as a function of temperature
Figure 10 presents results for molten aluminum as a func-

tion of temperature. The relation quoted by Iida and Guthrie
is also included.[2] There appears to be excellent agreement
between results obtained via the draining vessel method and
those quoted in the literature. This provides an important
validation of the method.

A complete discussion of measuring the density of melts
is available elsewhere; however, measurements are tradi-
tionally done in static situations.[2] Proper design and mater-
ial selection are required to make these measurements at
high temperatures.

Table IV presents a function that represents the results
depicted in Figure 10. The difference between this function
and the one from the literature is no greater than 2.5 pct
between 973 K (700 °C) and 1173 K (900 °C).
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Table III. Temperature Dependence of Surface Tension
of Aluminum

Surface Tension Temperature Dependence
at Melting Point, of Surface Tension,

Source �liq (N/m) d�/dT (Nm�1 K�1)

Keene[7] 0.871 �0.155 � 10�3

This study 0.868 �0.25 � 10�3

� � �liq � d�/dT(T � Tliq)

Fig. 9—Density of aluminum determined at 1073 K, with expected error
represented by the solid lines.

Fig. 10—Density of aluminum as a function of temperature.

Table IV. Temperature Dependence of Density
of Aluminum

Temperature 
Density at Melting Dependence of Density,

Source Point, 	liq (kg/m3) d	/dT (kg m�3 K�1)

Iida and Guthrie[2] 2380 �0.35
This study 2390 �0.15

	 � 	liq � d	/dT(T � Tliq)



C. Viscosity

The viscosity of aluminum at 1073 K determined for all
head measurements is illustrated in Figure 11. Applying sur-
face tension and density results from the regression, and
writing the formulation in terms of viscosity, yields

[43]

Error analysis will be applied to the viscosity measurement.

1. Error analysis
Similar to surface tension, �� is attributed to errors in

head (0.5 � 10�3 m); however, errors in flow rate and dis-
charge coefficient will be included in the analysis.

h �
2arro Qexp
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b
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Fig. 11—Viscosity of aluminum determined at 1073 K, with expected error
represented by the solid lines.
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The differentials presented in Eq. [44] are presented in
Eqs. [45] through [48]:

[45]

[46]

[47]

[48]

Equation [44] was used to quantify the scatter evident in
Figure 11. The solid lines represent the predicted scatter. Since
the majority of the calculations are confined to this boundary,
the error analysis has successfully quantified the error in the
viscosity measurement. It is of interest to note that error in
viscosity is a function of head, as indicated by Eq. [45].

2. Viscosity of aluminum as a function of temperature
Results obtained for viscosity as a function of temperature

are presented in Figure 10 with viscosities determined from
other studies. It is evident that values obtained from this
study are significantly lower than two other studies quoted
from the literature; however, results are in reasonable agree-
ment with the theoretical approach outlined by Hirai.[3] Expla-
nation of conventional methods to measure viscosity of melts
is warranted.

3. Viscosity measurement techniques
Viscosity is a physical property that is related to the resis-

tance to flow when subjected to an external force. Rotational
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methods used in measuring viscosity rely on the develop-
ment of Couette flow that ensures a linear velocity gradi-
ent.[2] These methods use a crucible containing a melt that
is rotated at a constant angular velocity. Due to the viscous
nature of the liquid, motion of the liquid is induced, which
exerts a torque on a cylinder placed at the center of the
crucible. The viscosity is the proportionality constant relat-
ing the torque to the linear velocity gradient.

Another laminar flow configuration used in determining
viscosity is the Hagen–Poiseuille law for laminar flow in
pipes. In this case, a parabolic velocity profile is the result
of fully developed flow in circular pipes where entrance
effects are insignificant. The capillary method uses this flow
pattern to measure viscosity. The time required to discharge
a certain volume of fluid depends on the viscosity of the
liquid.

Another group of methods are oscillatory in nature. The
literature values presented in Figure 12 rely on these meth-
ods. The decreasing frequency of a submerged object that
is set to oscillations is related to the viscosity of the melt.[31,32]

A full description of methods used in measuring viscosity
is available elsewhere.[2] The flow configurations and the
methods associated with them are valid for Newtonian liq-
uids only if the flow is laminar.

In this study, measurements are made in a turbulent regime
where Reynolds numbers are in excess of 4000. The low
viscosity values that were determined are still under inves-
tigation; however, the turbulent conditions at the orifice exit
indicate that the laminar principle inherent to conventional
measurements is not applicable under the experimental con-
ditions described in this work.

Figure 12 illustrates that the estimation proposed by Hirai
is in closer agreement with our experimental results. This cal-
culated approach is based on quasi-crystalline theory as
opposed to measurements based on laminar flow regime.[3] A
word of caution is suggested when applying Hirai’s calculation
for comparison, as there is uncertainty to the units of molecular
weight to be used in Hirai’s model.[34] This could significantly
alter the magnitude of the calculated viscosity.
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IV. CONCLUSIONS

A draining vessel system can be used to calculate the
physical properties of liquids since surface tension, viscos-
ity, and density are inherent in the analysis. By accurately
measuring flow rate and head, these properties are deter-
mined using multiple nonlinear regression analysis. There
is a statistical advantage to this technique over conventional
methods because a vast quantity of data is used to calculate
the properties (due to varying head and flow rate). This tech-
nique is useful for melts because of the relatively simple
design of the equipment, coupled with the simultaneous
measurement of all three properties. Furthermore, and unlike
conventional methods, surface tension and density is deter-
mined under highly dynamic conditions in which the sur-
face is continuously replenished.

From experiments performed with molten aluminum, the
following conclusions are made.

1. Results for the surface tension of aluminum are closely
related to the relationship proposed by Keene, providing
validation of the technique.

2. Results for the surface tension are for aluminum having
an oxidized surface and are in agreement with the rela-
tionship proposed by Keene (oxidized surface) in con-
trast to the higher values reported by Gourmini and Joude
for an oxide-free surface.

3. Results for the density of aluminum are in reasonable
approximation with values obtained in the literature, pro-
viding validation of the technique.

4. The viscosity of aluminum is significantly lower than
experimental results obtained from other researchers.

A number of design issues can be considered to facilitate
more accurate measurements. For instance, technology is avail-
able that electronically measures the melt head as a function
of time. Independent measurements of head and cumulative
mass data would reduce systematic errors in the calculation.
Reducing the level of oxygen in the apparatus should be inves-
tigated to provide consistent measurements. Finally, study into
the lower viscosities obtained in this study is recommended
with attention focused on the turbulent characteristics of the
stream. Investigation into theoretical formulations will also
be undertaken to determine if there is possible agreement with
results in this study. These recommendations are expected to
improve upon the potential of this unique method, which is
readily applicable not only to pure metals but also to alloys,
slags, and molten salts.

NOMENCLATURE

A constant in Arrhenius’ formula (Pa s)
a polynomial constant describing slope of the

discharge coefficient curve (no units)
B constant in Arrenius’s formula (J/mole)
b polynomial constant describing the y-intercept

of the discharge coefficient curve (no units)
Cd discharge coefficient (no units)
Cm cumulative mass (kg)
�E vector describing the error in experimental and

calculated head values for regression analysis (m)
g gravitational constant (m/s2)
h liquid head above a point of reference (m)
M molecular weight (kg/mole)
Q volumetric flow rate (m3/s)
R gas constant (8.3144 J/mol)
Re Reynolds number (no units)
r radius (m)
T temperature (K)
t time (s)
u velocity (m/s)
�x vector describing change in surface tension,

viscosity, or density for regression analysis
Vexp mass flux of melt (kg/m2 s)
Z matrix of partial derivatives for regression analysis
Y vector describing difference between experimental

head and calculated head for regression analysis (m)
z distance on z-axis (m)
� error in a measurement; also represents standard

deviation
� tolerance for regression analysis (no units)
� viscosity (Nsm�2)
	 density (kg/m3)
� surface tension of liquid (N/m)

Subscripts
Al aluminum
exp experimental
i sample number ‘i’
j iteration number for mutiple nonlinear regression

analysis
liq liquidus
n sample number
o orifice
v vessel
� viscosity
	 density
� surface tension
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