Estimation and Modeling of Parameters for Direct Reduction
in Iron Ore/Coal Composites: Part Il. Kinetic Parameters

E. DONSKOI, D.L.S. MCELWAIN, and L.J. WIBBERLEY

The published approaches to the mathematical modeling of rates of reduction, of coal gasifica-
tion, and of devolatilization of coal in iron/ore coal composites are reviewed and critically ana-
lyzed. The effect of different parameters on the overall process is discussed. The concepts of a
local rate of reduction and gasification and an integrated rate of reduction are introduced, and the
rate-controlling steps in each are reviewed. Current approaches to modeling coal pyrolysis are also
described. This review, with the estimates, data, and analysis related to modeling rates of reduc-
tion, gasification, and pyrolysis, should prove useful to researchers developing models of coal-
based iron ore reduction and related processes.

I. INTRODUCTION Carbon gasification:

The direct reduction of iron ore/coal composites (DRI-  Boudouard reaction: C + CO, = 2CO [7]
OCQC) is a relatively new coke-free technology which now

comprises a small but growing part of the worldwide di- Water gasreaction: € + H,0 = CO + H, [8]
rect reduction of iron ore industry. Coal devolatilization:

Mathematical models are proving useful in under- i
standing the laboratory experiments and in extrapolating Coal to carbon: Coal — C + volatile matter [9]

these to the pilot and plant scale. Modeling allows the pre-y/4riqys different conditions can prevail during the coal-

diction of the time course of the reduction and may SUg-paseq iron ore reduction: different specimen and particle
gest strategies for the overall improvement of the processyjzeq ambient atmospheres, heating regimes, geometries,
The validity of these models depends critically on accu- onq compositions. This article reviews and analyzes dif-

rate estimates of the kinetic parameters associated Withygrant approaches to the modeling of kinetic parameters
the iron ore reduction process and the production and con;, prRIOCC. It is shown that while the modeling may not

sumption of reductants. L necessarily involve all the details of the reaction mecha-
This article gives estimates of the relevant kinetic data igm, “it s still able to adequately represent the overall
and provides a critical analysis of models of the rates of o course of the reduction.

iron ore reduction and the gasification of the carbonaceous
material used to supply the reductants, as well as a review Il. RATE OF REDUCTION
of several recent models of pyrolysis.
The main reactions for the coal-based direct reductionA. Integrated Rate of Reduction
can be summarized by the following scheme (for details, are we introduce the term “integrated rate of reduc-

refer to the article by Donskoi and McEIwéil tion” (IROR), by which is meant the total rate of reduc-

tion of a whole specimen, which may be, for example, a
spherical or cylindrical pellet or packed bed. The IRoR
. 3Fe,0; + H, = 2Fe,0, + H,0 2] does not carry information about the difference between
reduction rates at distinct points in the specimen. In the
next section, we discuss modeling of the local rate of re-

hematite to magnetite: 3Fe,0O; + CO = 2Fe;0, + CO, [1]

magnetite to wustite : 1.202Fe;0, + CO = 3.807Fe 94,0

+ CO, [3] duction (LRoR). We note that the IROR can be regarded

as an LRoR if, for example, a large system like a shaft

1 1.202Fe;04 + Hy = 3.807F€p 9470 [4] furnace containing pellets with a known IRoR for such
+ H,0 pellets is being modeled.

) _ Several authors have studied various aspects of the de-
wustitetoiron :FeporsO + CO = 0.947Fe + CO,  [9] pendence of the IROR on process parameters. Table | gives
) a modified and significantly extended version of the table
- FenosrO + Hz = 0.947Fe + H,0 [6] given by Suff! of different experiments on direct reduc-
tion by carbonaceous materials.
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Table I. Published Work on Direct Reduction by Carbonaceous Materials (Extended and Modified Version
of Table Given by Sur?)
Ghosh and Srinivasan Seaton Otsuka and
References Tiwary Rad¥ Fruehaf” and Lahirf® et all”] Kuniit®
Ore form hematite ore hematite hematite hematite hematite, hematite
powder powder, ore magnetite powder
FeO ore
size, mesh —60 —-325 —200 —300 80 pct pass —100 to
-325 325
Carbo- form lignite coke amorphous graphite, graphite coal char graphite
naceous carbon coal char,
material charcoal,
coke
size, mesh -60 —48 to —200 —300 —-325 —65 to
-325 -325
Specimen Oxide to 85/15 to 1/1.5to 1/9 hematite 1/3 to magnetite 80/20 by
carbon 65/35 by by mole 84/16, 1/8 by 82.8/17.2, wt pct
material wt pct wustite mole hematite
ratio 87.5/12.5 80.4/19.6
by wt pct by wt pct
DAF
form pellets pellets pellets pellets pellets packed
packed bed bed
size (mm)  19.1 diameter 7.9X 12.7 pellet diameter 14 diameter
diameter diameter 9to 12 diameter 16 X 20
6 X 6to
14 X 14,
packed
bed depth
5to 20
Temperature, °C 900 to 1100 850 to 1087 900 to 1200 927 to 1060 800 to 1200 1050 to 1150
Atmosphere SG* Ar Ar, He N, N, N,
Reduction weight weight micro- micro- weight micro-
measurements balance balance balance
Model AP** Egs [11] and Eq. [14] AP Egs. [11] AP
[20] and [14]
Activation energy average 78.2 301.2 293 to 335 f dependent  magnetite 159 f < 1/3
(kJ/mole) f hematite 230, 260,
0.2 — 417 125-239 272
0.6 — 285 f>1/3
0.8 — 56 fines—325
63, 98
Rate controlling steps FeO C gasification  C gasification  C gasifica- C gasification, C gasifica-
suggested by authors reduction tions heat tion
in final transfer f>1/3
stage FeO influenced
reduction by size
Fe, 0O,

material used®®! For example, Frueh&h shows that

graphite.

Many authors have studied the dependence of the IROR
coconut charcoal has the highest reactivity of thoseon specimen siz&5° While Srinivasan and Lahlfi
carbonaceous materials studied with, in descendingfound that pellet diameter has a negligible effect on the
order of reactivity, coal char, coke, and the worst being IR0OR (pellet diameter range studied was from 9 to 12 mm),
later article§°* have clearly shown that the size of the
Different additives also can significantly affect the specimen does affect the kinetics and, for certain experi-

IRoR. Rad has shown that LO promotes reduction, mental setups, heat transfer becomes the rate-limiting
while FeS plays an inhibitive role. Otsuka and Khii  stepl”:9-14.15]

show that the IRoOR is slower for larger additions of ben- At different stages of the reduction, the IRoR is differ-
tonite. Mookherjeet al*?l show that the IRoR increases ent. The dependence of the IRoR on the degree of reduc-
in the presence of N&QO,, which is known to catalyze the tion has been shown by several investigatotd! 1!
gasification reaction. A good review of the effect of dif- Pressing the specimen can also affect the IROR. Otsuka
ferent additives on iron oxide reduction can be found in and Kunif® pressed samples without bentonite, and this

the article by Prakadh®! gave a much larger IRoR than for the same samples with-
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Table I. Continued Published Work on Direct Reduction by Carbonaceous Materials (Extended and Modified Version
of Table Given by Sur?)

Bruk and Prakash and Reddy Mookherjeee Haque Nascimento Wang
Lu® Ray! et allty et allt? et allt3 et alll4 et all*®!
magnetite ore iron ore iron ore iron ore iron ore iron ore iron ore
—75um —10+ 6 mm —150 um —500 um 0.75 to 80 pct under fines
— 6+ 3 mm + 250um 2.4 mm 100 um
high volatile, noncoking coal coal or coal charcoal hard and
coal, coal coal char soft coal
graphite
—751to0 —10+ 6 mm —150 um —500um 0.75t0 2.4 95 pct under fines
—1400um -6+ 3 mm +250 um mm 100 um
80.7/19.3 to 1:0.6 to 1:1 only fixed not mixed 1:0.7 to 1:3 to all car- Fixed C to O
70/30, wt pct, weight ratio carbon 1:1, 1:2 1:0.9 bon in mole in iron
graphite 1:0.97 to weight weight oxide 1.0
84.8/15.2 1.94 by ratio ratio
mole
packed bed packed bed pellets iron ore packed bed pellets pellets
surrounded
by carbon
material
diameter 19 to 85X 75 14 diameter 15X 30 30 X 38 9.1to 15.3 16 to 18
43 X 90 diameter diameter diameter diameter diameter
to 132 33X 50
diameter
900 to 1300 800 to 1000 900 to 1100 850 to 1050 950 to 1050 1000 to 1150 900 to 1300
Ar, air SG SG SG air initial Ar N,
chemical chemical weight C chemical chemical weight weight and
analysis analysis left analysis analysis chemical
analysis
— Eq. [22] Eq. [19] Eq. [22] Eq. [10] Eq. [20] Eq. [14]
not discussed isothermal initial stages f 148 to 151 for FeO - Fe initial stage
reduction 108.2, 0.2 to stage 68.95 t0 82.61
90.9, 111.2 later 93.2 130.7 9.1 mm-146 later reduc-
noniso- 0.3-152.1 15.3 mm-91 tion is inde-
thermal 0.6 — 144.7 pendent of
72.7 to 0.7 —146.3 furnace
75.7 temperature
heat transfer not discussed chemically C gasifica- not dis- for 9.1 mm initial stage
controlled tion cussed heat transfer chemical
and C gas- reaction
fication for later heat
15.3 mm transfer

heat transfer

* Information about the atmosphere has not been given, so the atmosphere assumed to be self-generated.

** The kinetics has been assumed to follow an Arrhenius plots. Fractional reduction (refer to text) per unit time is taken as an

empirical rate constat = ky exp (—E/RT). The basic equation useddifidt = ky exp (—E/RT), so, to findE (activation energy),
plots of logg (k) or In (k) against IT have been produced.

out pressing. When bentonite was added to the mixture,clude that reduction by volatiles was negligible, as they
pressing decreased the reduction rate. were almost completely released in the initial period of
Depending on the reduction temperature and experi-heating. Dutta and Gho8f studied pellets that were
mental setup, the effect of volatiles can be negligible or heated from room temperature to 1000 °C and concluded
quite significant. Deyt al*” have drawn the conclusion that while carbon was the major reductant, reduction by
that, at temperatures below 1000 °C, hematite/noncokingH, was also significant.
coal pellets are mainly reduced by volatiles, whereas at The surrounding atmosphere also plays a significant
a higher reduction temperatures, there is a decrease imole on the IRoR?%21 Carvalhoet all??! studied the
reduction by gases and an increase in reduction by careffect of various flow rates of different gases,(K<O,
bon. Wanget all*® show that before the fast reduction and CQ) on composite pellet reduction. They showed
by carbon (at about 900 °C), reduction by volatile mat- that the IROR dropped with an increasing flow rate of
ter is quite significant. In another investigatiot where N, and associated this with the greater internal dilution
the temperatures were higher than 1050 °C, they con-of reactive gases. Initial rates of reduction with CO or
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CO, atmospheres were higher than in anaimosphere. 200
During the later stages of reduction, as expected, a CO
atmosphere promoted reduction, while in a,@@mos- 180
phere, the IRoR significantly decreased until reduction
practically ceased. Frueh@hhas shown that the IRoR 160
may increase or decrease with ambient-atmosphere
pressure, depending on the form of carbon and the
temperature.

As can be seen from the previous review, the rate of
reduction is significantly affected by various factors, and
there is no technique at present to predict the rate of<
reduction, even knowing all the primary process parame-
ters, without some experimental measurements.

However, Haquest al*® have developed an approach
to predict the time) for a certain degree of reduction
(or IRoOR), depending on operating variables. They stud- 60
ied the packed-bed reduction of iron ore fines with coal
fines (Table | provides details) and have derived an 40
empirical integrated rate equation describing the relation-
ship between different process variables, nhamely, 20

140

100

TIME, m

80

T = 292 % 10751:2.24m70.94d0.38h0.28H Ee0.48HgO.33

X exp (150,000/RT)

0 1 1 1 1 L 1

1 I
[10] 0 10 20 30 4 S0 60 70 80 9

- o o - - [ m-o.w-x do.;a x ho.nx H;:'“ x H—(o.ssxexpﬁoooo/m]xm-s
Here,mis the coal/ore ratio in the initial reduction mixture,

dis the average ore and coal particle sizes the bed depth Fig. 1—Correlation for four degrees of reduction (this figure is a re-
of the mixture Hee is reducibility of iron ore, andH_ is re- production of Figure 7 from Haques all*)).

activity of coal. This equation can be used to estimate the ) )
time required for a particular degree of reductifnirf the fixed temperatures allows to be expressed in Arrhenius
range of 0.6 to 0.9, ovice versalt should be noticed that ~ form as

this regression approach is applicable only for a certain range _ _

of parameters and conditions studied in their work. The very K = ko &xp(~E/RT) [12]
useful aspect of the model is that it shows the relative im- wherek, is the pre-exponential factoE, is the apparent
portance on the rate of reduction of different parameters in activation energy, R is the ideal gas constant, Taiscthe

the ranges studied (particle size of 0.75 to 2.4 mm, bed depthabsolute temperature.

of 24 to 38 mm, temperature of 950 °C to 1050 °C, iron ore  If the parametef, showing the fraction of a measured
reducibility of 5.268x 10 2t0 8.66x 10 2kmolOm 3s ™%, parameter removed from the initial value, is used, Eq. [11]
coal reactivity of 0.728< 10 3to 1.473x 1073 and coal  would be expressed as

ore ratio of 0.7 to 0.9). For example, it can be seen that, for

large particles such as those used by the authors, under these g = K(1 - f) [13]
conditions, the effect of the reducibility of iron ore is higher dt

than the effect of coal reactivity (the exponenkafis higher
than that ofH. in Eq. [10]). It can be concluded that, under
these conditions, the reduction of iron oxide is a more criti- In(1 — af) = — Kt [14]

cal step than the carbon gasification.

Unfortunately, the accuracy of this regression model whereais a constant close to unity. In the article by Seaton
has not been estimated. However, the theoretical time-et al, "’ a = 0.98 for hematite ana = 1.037 for magnetite,
reduction curves for different degrees of reduction fit the whereas Carvalhet al?° and Wanget al!**! employed
overall results quite well (Figure 1). a = 1.0. Often,f measures the degree of reduction. This

The most widespread approach to the prediction of thecan be defined in two different ways. Haque and®ay
degree of reduction at a certain time in a mixture of iron use an expression for the degree of reduction calculated
ore and coal fines is to assume that it is an isothermal sysfrom a relationship suggested by Chernyséteal >4 and
tem and the reaction is chemically controlled. The fol- Gonzales and Jeffé¥] namely,
lowing rate equation for a pseudohomogeneous reaction

Often an integral form is used, namely,

of the first order is used: ct Fe: — pct Fe
f= R, PETE T PATET 00 [15]
dw pct Fet X pet Fer
o - KW [11]

whereR,, is the ratio of the weight of iron to that of oxy-
whereK is a rate constant atl can be the weight of car- gen in the iron ore, pct Fés the percentage of total iron
bon (Frueha) or oxygen left in the mixture or the weight in the reduced mass, and pct Fethe percentage of total
loss (Prakadf?!). Experiments carried out at different iron in the initial ore.

258—VOLUME 34B, APRIL 2003 METALLURGICAL AND MATERIALS TRANSACTIONS B



Sometimes a simpler expression for the degree of Some authors (Baukloh and Duff@rand Yunt® for

reduction is used (as in the article by Reddal** for example) have attempted to verify Jandéfssquation
example), namely, using the FgO;—C system, namely,
weight of oxygen v Kt
. removed from iron ore 1-@Q-H)B2== [21]
Degree of reduction = _ X 100 [16] r
weight of removable . . . . . .
oxygen wherer is the initial radius of the oxide particle anis the

time. A good review of this approach is available in an arti-
Reddyet all*!l developed an approach where direct re- cle by Rad? Dey et al'”) studied the reduction character-
duction of iron ore by coal in a pellet is treated as a ho-istics of hematite—noncoking coal composite pellets (size of
mogeneous nonelementary reaction. They considered thdines from 40 to 8@um, and 10 mm pellets), and they found

overall reaction that reduction follows mixed kinetic laws which are depen-
dent on temperature as well as on the degree of reduction.
Fe,0; + 1.5C = 2Fe + 1.5CO, [17] The data for 900 °C and 950 °C are fitted well by Jander's

odel. At 1000 °C and above, and faralues less than 0.5,

and the rate of this reaction has been expressed by th e data are fitted by a parabolic modei( ), and forf

equation values greater than 0.5, the data are fitted by Jander’'s model.
dCa For a mixture of quite large particles (6 to 10 mm),
AT T T KCACs [18] Prakash and R&Y 3! have reported isothermal kinetic
studies showing that DRIOCC in a packed bed follows the
whereC, is the concentration of E®; (mol g™*), Cg is Crank-Ginstling—Brounshtein (CGB) kinetic model de-
the concentration of fixed carbon (mot'y, and —r, is veloped for cases when diffusion through the product layer

the rate of disappearance of,Bg. After simple transfor- controls the overall reactid#’! namely,
mations, a kinetic rate equation in terms of molar con-

centrations of reactantise., iron oxide and carbon in coal, 1— Ef — (1 - )% =Kt [22]
has been derived, namely, 3

1 M(L — Xa) They also have shown that Eq. [22] is appropriate for a non-
Coo(l5— M) " (M — 15X Kt [19] linear temperature-time heating program for a moving-bed
AO R+ ' process. For a process where iron ore fines are surrounded
whereC,o is initial concentration of E©,, M is the ratio by (not mixed with) coal or char fines, Mookherggeal 2!
of the initial concentrations of carbon to,Bg, X, is a have shown that the degree of reduction of ore as well as
fractional conversion of B, K is a rate constant, and the degree of gasification of char both follow the CGB
tis time. This equation is valid foi > 1.5X, and fits the  kinetic model.
experimental data reasonably well. However, even if the
assumption of production of pure carbon dioxide in B. Local Rates of Reduction and Gasification
Reaction [17] is questionable, the model itself is useful. . . -
It shows how to estimate the dependence of the rate of the As discussed earlier, heat transfer can be the rate-limit-
reduction on the initial FO4/C ratio. In addition, even Ing step under certain experimental conditions. The differ-

though DRIOCC is a heterogeneous reaction, the fact tha nce in the temperature between the center and surface of

it can be modeled as a homogeneous nonelementary relll€ SPecimen can be quite significant, so the LRoR (Reac-

action is important. tions [1] through [6]) will be different. The same is true for

Nascimentcet all*% carried out a kinetic analysis for e LROG (Reactions [7] and [8]). In Seatostsal’s ex-

o : [ I'(h tite pellets, 14-mm diameter) for a reduc-
- Fe step of the react harcoal Periment’ (hematite pellets, 14-m
the FeO -~ Fe step of the reaction in an iron ore/charcoa tion temperature of 1100 °C, the difference between the cen-

composite. The best fit was analogous tz?] the boundaryter and surface temperature was more than 50 °C for more
reaction-controlled shrinking-core mod&? namely, than 7 minutes, while the reduction took less than 20 min-

1-(@1-H¥ =kt [20] utes. In Huang and Lu’s experim&fit(furnace temperature

of 1200 °C and thickness of the cylindrical wall of 35 mm),
It is interesting to note that the authors showed that, with after 20 minutes, the difference between the outer- and inner-
the same composition but for different pellet sizes, the re-region temperatures was still more than 700 °C.
action rates were quite different; they were higher for Even if the temperatures and compositions of the solid
smaller pellets and lower for larger ones. The apparent accomponents are the same, the LRoR (and, so, the LRoG)
tivation energy (Eq. [12]) for a 9.1-mm-diameter pellet was can be different if the outer atmospheres are different,
146 kj mol %, and that for a 15.3-mm pellet was 91 kJ ol  especially if forced convection is involved. Carvalho
We note the effect of heat transfer: the activation energyet all?® and Ghostet al?!! have clearly shown the in-
decreased even though the total reduction rate dropped. fluence of the ambient atmosphere on the reduction be-
An analogous equation has been used by McAdamhavior of composite pellets.

et all?® for modeling the reduction of ironsand-concen-  The kinetic parameters of the gasification process can

trate pellets containing coal or char and by ®dior mod- be very different, depending on the type of carbonaceous
eling the reduction kinetics in an & + 9C mixture cat- material, the amount and chemical composition of impu-
alyzed by adding 5 wt pct of }®. rities, the reducing atmosphere, particle size, porosity,
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The reported values of the activation energy of the gasi- Haqueet al.assume that the reduction of iron ore fines

fication reaction vary significantly. Armingt&% reports by CO follows Eg. [13], and the final expression for the

that the activation energies for gasification of graphitized rate of oxygen removalg) they use is

carbon blacks with CQvary from about 305 to 406 kJ/mol.

Ergur® reports an activation energy of 234 kJ/mol for Vo = 4.48 X 1072 MeA, exp (—E,/RT) X

three different carbons for the same reaction. For the gasi- (1 - f) (1 — po/pb,) kg atom/m®/s

fication of graphite granules in GOTurkdoganet al®%

report a heat of activation of 305 kJ/mol. Even if the whereM,is the amount of iron in the chargg,is the re-

gasification kinetics of a certain carbonaceous material isducibility factor of ore (11.44< 1073 s™Y), E, is the acti-

well known, in a mixture with iron ore and other addi- vation energy for the reduction reaction of iron ore by CO

tives, like bentonite or lime, for example, the kinetics can (33 kd/mol),f is the degree of reductiopo, is the actual

be markedly different. CO, partial pressure in the gas phase, pfig is the CO
The significant catalytic effect on the carbon gasifica- partial pressure in equilibrium with F@;—Fe0,~CO or

tion of small amounts of metals and oxides has beenwith Fe,;0,~FeO—CO or with FeO—Fe—CO.

extensively investigated®>*! Turkdogan and Vintef¥! The rate of gasification of coal char by €®as taken

have shown that the rate of oxidation of graphite impreg- g pe proportional to the difference betweaig, P,
nated with iron in C®-CO mixtures increases by several ihe CQ partial pressure in equilibrium withz C and CO,
orders of magnitude over the rate for graphite alone. For, 4 has been expressed as

charcoal (with 3.5 pct ash, mainly M@, K,O, FeOs,
Al,0, and SiQ) gasification by HO, Long and Syké¥! Ve = (MoAJR _EJRT) X
obtained an activation energy of around 230 kJ/mol, but, ¢ ((pocAR_/ pe-% )e)lg(ettoig;ml?s

after the extraction of impurities, the activation energy C0.  FCO.

was estimated to be about 347 kJ/mol. Fru€&hauypo- . : .
thesizes that such a dramatic catalytic effect takes place\'\/herelvIC Is the amount of carbon in the chargg,is the

o 3 .

when the catalyst is impregnated into the carbon, but if r%%g\;':% E?ﬁpgro(r)rjlﬁoarln%r;ali)(lgﬁgEm?sS)thleq ::’C:R/Zﬁgﬁ

there is just simple contact with the carbon, the change of® for th _f_g . 1 Ay

the rate should not be significant. However, if we exam- en_?rgfy é’rﬁ € gr?S' |cat|o|nCreact|pr;. in th

ine Table I, it can be seen that even when the authors cam hag,el?or ?ﬁgzr’etdﬁczgtr?%f ir?r??)rrtéa:‘inpergsbi/u(r:?);?cth:r%i?]zs

to the conclusion that the reduction was chemically con- S . '

trolled (for example, the work by Redeyal!*) and Wa}r/19 and the 'ratehof [:)eductlor;JI in the rrluxtl;]re, ﬁl steady-state
15] R ' assumption has been made, namely, that thedd@cen-

el i st energy i mich smallr 1 4t o does ot change apidy, o ha e Tt of oeygen

It should be noted that the reduction and gasification removal from iron oxide in kg atom/ifs is assumed to be

processes are cyclically connected. In the Boudouard an qual to the rate of parbon ga5|f|cat|o_a,, Vo = Ve. After
el . imple transformations, the expression for the rate of the

water gas carbon gasification reactions,@@d HO react degree of reduction obtained was
with carbon to form carbon monoxide and hydrogen,
respectively. Part of these, in turn, react with iron oxides, :
reducing the amount of oxygen in the iron ore, and pro- df _ Csexp (—E/RT)(1 — F)(1 — peo/pco,) [25]
duce carbon dioxide and water gas, some of which will dt 1+ CTexp((Eg — E)/RT)(1 — f)(1/pb,)
react with carbon again. Thus, the reduction and gasifi-
cation processes are strongly coupled, no matter how thevhere C; = 4.48 X 1072 Mg AR /Mc/Ag, andC; =
overall reaction is controlled (by the gas-carbon reactions1.67A,. From the plots of against the reduction time and
or the gas—iron oxide reactions). This coupling should beof —In (1 — f) against the reduction time, the authors
explicit when the LRoR and LRoG are modeled. Taking found that the appropriate kinetic equation for the reduc-
this into account, modeling of the LRoR and LRoG are tion of iron oxide by coal char is the first-order reaction
addressed here in the same section. Different experimenmodel (Eq. [14] witha = 1).
tal setups can mean that a model must include such effects Here, the steady-state assumption means that the re-
as heat and mass transfer. Here, we do not discuss all théuction and gasification reactions are independent, so that
details of such models, which would include all govern- there is no effect of one on the other except through the
ing equations and boundary conditions, but focus on mod-gaseous intermediates CO andC&and, for the large par-
eling the LRoR and LRoG. ticles considered<2 + 1 mm), the true direct reduction

Haqueet al*! modeled the reduction of Khandband (solid-solid reaction between carbon in the coal char and
iron ore fines £2 + 1 mm) in a mixture with Parascole iron ore) can be neglected. The steady-state assumption
coal char fines €2 + 1 mm) where theC,/Fe; ratio has also been used by Bogdandy and Effdébr the
was 0.56. The following information was defined for de- reduction of iron ore by coal in a rotary kiln. Although
veloping their mathematical model: (1) data on the re- the steady-state assumption appears to be reasonable, the
duction of iron ore fines by CO; (2) data on the gasifi- result thatVo = Vc seems to be open to question. It fol-
cation of coal char fines by GO(3) gas equilibrium  lows, from this expression, that only carbon monoxide is
conditions (equilibrium constants provided in the Ap- produced. However, it is known that €@ always pre-
pendix) in the system at different temperatures; and (4)sent and is evolved as well. Let us assume that the partial
isothermal kinetic data for the reduction of iron ore fines pressures of these gases pgg, p&el andKthat
by coal char fines. P2o,/Po. Then, the product gaseous mixtur&j€0, +

[23]

[24]
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CO, so that for everyK + 1) kg atoms of carbon, K2 daw
+ 1) kg atoms of oxygen are removed. Then, if the total g
pressure i®, the steady-state assumption would imply that &

Ve K +1 P — = DWky exp (—Ew/(RT)) [30]

= = 26 dt
Vo 2Ki+1 P+ p2o, [26]

= yMky exp (—Ew/(RT)) — Wy exp (—Ew/(RT)) [29]

. . wherex, y, andz are the weight coefficientsy, ky, and
In Figure 2, where the authors compare the pr_edlctedkW are the apparent frequency factors; &ndEy, andEy
and experimental reduction results, after approximately 5,0 apparent activation energies, all constant.
half of the reduction, the theoretical curves start to go  The rate of consumption of car,bo@)(is modeled as a
above the experimental ones, even though in the experifynction of the reduction reaction rates, so that the rates
ments on gasification of coal char with ¢Ghe rate of ¢ reduction and the rate of carbon consumption are

gasification becomes slower than the predictions after agtrongly coupled. The rate of carbon consumption is given
significant degree of gasificatior=Q.6 for 957 °C and by thg )équatri)on ' P g

0.7 for 1057 °C). We have modeled the reduction process,

assuming that relation [26] holds, and the curves started dC

to go even higher than before. This can be seen fromthe g — ~ QuHkn &P (ZE/(RT)) = QuMky exp [31]

following argument. In expression [26], some carbon _ _ _

dioxide is allowed to be produced, so the gasification re- (~EW(RT)) — QuiWkw exp (~Ew/(RT))

action, which is rate-limiting in this case, will become whereQy, Qu, andQ,yare coefficients dependent on weight

even faster. We argue that assumption [26] is more real-relationships and equilibrium conditions for a correspond-

istic than the assumption theg = V¢, but the actual re-  ing reaction (Donskoi and McElwathprovide details).

duction of iron ore by coal char is affected by heat trans- The experimental and modeling results agree quite well.

fer, which slows down the reduction and must be taken Note that the activation energy for the IROR obtained by

into account. Seatonet all”! varied from 239 to 125 kJ/mol, while the
In modeling Seatonst al’s!"*3 results for reduction in  intrinsic activation energie€(; = 380 kJ/mol Ey = 410

a highly swelling iron ore—coal char composite pellet, kJ/mol, andgy, = 330 kJ/mol) were much higher. Again,

Donskoi and McElwaifl derive a system of seven dif- we attribute this to the effect of heat transfer.

ferential equations: three equations for the reduction of In earlier work, Donskoi and McElwditt* used an

iron ore (hematite to magnetite, magnetite to wustite, andeven simpler approach to modeling the LRoR. The re-

wustite to iron), one equation for carbon consumption, oneduction process is regarded as a first-order reaction, and

equation each for heat transfer and devolatilization of coal,the following relationship for the local degree of reduc-

and an equation for size change. tion (f;) was used:

The transitions of hematite (H) to magnetite (M), mag- of
netite to wustite (W), and wustite to iron (F), all measured L=k exp (—E/RT)(1 — f) [32]
in kg/m?, are considered to be first-order reactions, and dt

production of these species is given by the following

expressions: The rate of carbon consumption (gasification) is assumed

to be proportional to the rate of reduction, depending on
dH the stage of reduction and local equilibrium conditions.
o = ke exp (ZE4/(RT)) [27] This approach requires only three equations: Eq. [32] and
one each for the heat transfer and for the evolution of
M pyrolytic matter, if there is any. This model permits the
ot xHky exp (—Ew/(RT)) — Mky exp (—Ew/(RT))[28] authors to study the effects of nonuniform heatfhgwo-
dimensional) and the layering of pell&3.However, in
this model, only two (major) iron-bearing phases can co-

1.0 . 5C — exist, while in the previous approach, there can be three or
L4 T e W S T+ even four. We should note that an X-ray diffraction analy-
z 0.8 T S sis of the material studied by Seatetral!”! demonstrated
= = that up to three different iron-bearing phases may coexist,
2 0.6} 7 although one or two phases are in minor quantities.
§ In these models, heat transfer is the main factor gov-
w o4k erning the reduction process, but, in general, mass trans-
2 fer by gaseous species also should be taken into account.
& 02L Ctix /Fey =0.56 This would be important, for example, if the specimen is
2 large or the effect of varying the reduction atmosphere is
° D L being investigated.
0 20 40 60 80 100 120 140 160 180 A model where both heat and mass transfer are taken
TIME, min into account was thoroughly developed in the excellent

studies by Sun and L&*%*®l|n the fi i
Fig. 2—Comparison of predicted values of degree of reduction with ex- y first experiment,

2] . . . . :
perimental values at different temperatures and times for reduction ofHua‘ng and L[} studied reductn])n in a cylindrically
iron ore with coal char fo€,,/Fer = 0.56 (this figure is a reproduction ~ Shaped specimen, and Sun and*tlweveloped a model

of Fig. 15 from Haquet al[41). of this. Later, Sun and I41*®investigated the reduction
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of magnetite iron ore mixed with coal in a packed bed wherer is the radius of the particld,is a rate constant
(thickness of 28 mm, ore/coal ratio of 80/20 by weight) for the chemical reactioKg is the equilibrium constant,
and modeled it in a similar manner. The system wasandD. is an effective diffusivity. From Szekely's ex-
described by 19 equations to give local values of the tem-pression, the smallest radius,) for which the system
perature, rates of reactions, composition of solids, pres-will behave as a shrinking core is given by

sure, velocity of gas flow, and concentrations of gases.

In these studies, the LRoR is modeled as a sum of the _ _9DKe [39]
rates of reduction by CO and,Hrhe rate of reduction by KA+ Kp)
CO in consecutive reactiori”*is modeled according to
the unreacted-core modél and is expressed as In the initial step of reduction, when the hematite or mag-
netite particle is not porouf®, —» 0, so the SCM is ap-
RSO = §n 42k (Cop — Cco, [33] plicable even for very small particles. It is possible to de-
: R ©© Kee velop estimates for further reduction by Cldig in cm/s,
. _ _ D, is in cn?/s):
whereS; is the shape factor of particles;is the number
of particles of solid reactant in the mixtuigjs the av- (1) Magnetite to Wustite
erage radius of a particlg"® is a rate constant; and
Cco, are the concentrations of CO and £ @spectively; (@ (1200K) Kg = 3.79, k = 1.25, D, = 0.14,
and KEC is the equilibrium constant for thereaction. Fen = 0.77.Cm

o . :
Here, k~® has the Arrhenius-type expression, namely, (b) (1400K) Ke = 6.61, k = 2.60, D, = 0.18,

—AE; ren = 0.55cm
kPO = kg exp (RTO) [34]

wherek$§° and AE* are the pre-exponential factor and
activation energy for this reaction, respectively. The rates (a8 (1200K) Kg = 0.44,k = 0.82, D, = 0.19,
of reduction by Hare modeled with equations analogous rsn = 0.62cm
to expressions [33] and [34].

The rate of the char gasification is also modeled as a  (?) (1400K) Ke = 0'34;k = 1.37,D. = 0.26,
sum of the rates of gasification by the two species CO Fan = 043 Cm
and HO, and the expressions given for them are

(2) Woustite to Iron

As can be seen, hematite iron ore particles should be at

. - CZ, least 1 cm in diameter for the SCM to be used and for the
RSO = Sn At 2KkEC: (CCOZ - C02> [35] reaction to be topochemical in nature. In the experiment
Ke described in Huang and L&f] 95 pct of the ore particles
and were less than 0.2 mm. This was the first experiment Sun
c c and Lu modeled. Data regarding the particle size in the
“H,O _ 2 Hy co X Cy, second experiment have not been reported. Unfortunately,
RE™ = §ncda tke™ (CHzO B KHECZO ) [36] we cannot find data on magnetite ore to check the valid-

ity of the SCM, but the fit to the experimental data in Sun
As can be seen, the rates of reduction and gasification areind Lu’s study is quite good.
strongly coupled through the gas concentrations. As can be seen from the previous discussion, the more

Note that care should be taken when the shrinking-coreporous the iron ore or the carbon particles are, or the
model (SCM) is used. B%! showed that for reactions in  smaller the size of the particles, then the less likely that
porous media, the SCM is a special case of the homogethe SCM is applicable and the less likely reduction is to
neous model when the time scale for the reaction is muchbe of the topochemical type with distinct interfaces. When
shorter than the time scale for diffusion. Here, we esti- the SCM approach is not likely to be valid, other model-
mate the size of the hematite particles for which applica-ing approaches should be used: for example, the homoge-
tion of the SCM is valid. Do gives the following criterion neous model (Boersna al,®? Dudukovic and Lamb&?!
for the reacting porous system to be considered as aand King and Jon&él) or the grain model (Szekély), or
shrinking-core system: the random pore models (Bhatia and co-workerg;57

for example), although their introduction can significantly
> 1 [371  complicate the modeling.

where ¢ is the shrinking-core reaction modulus, which ~_ Taking into account that many studies (Table 1) have
represents the ratio of the capacities of the shrinking-coreShown the validity of an Arrhenius dependence during the

system for chemical reaction and for diffusion. Szekely reéduction process, initially simple expressions for local
et all?" gives this criterion ag¢ > 3. From Usukt al,[5%! rates of reduction and gasification such as

we can get expressions for effective diffusivities and re-

action-rate constants obtained on the basis of the 8&M. co _ co CO,
The shrinking-core reaction modulus in this case is R™ = G(f)Crek ™| Ceo — K SO [40]
rk(1 + K : Cé
2 _ % [38] RSO: = H(F)CokSO: <C002 - Kgg) [41]
eNE Ec
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should be tried. In these equatio®,  is the concentra- Kco, = 6 exp (—4000/T) [45]
tion of the appropriate iron oxide, a@ is the concen- B

tration of carbon. Th& terms have an Arrhenius depen- k.o = 15 exp (—49501T) [46]
dence on the temperature, &B(f ) andH( f) are functions Keo = 7000 exp (—10,300/T) [47]
of the degree of reduction. These can be determined em-

pirically or obtained from the models mentioned previ- K_nc = 2300 exp (—9700/T) [48]
ously. Note that these expressions have the main expected

dependencies on the solid reactant concentration, on the Kn, = 3600 exp (—12,700/T) [49]
gas concentrations, and on the degree of reduction and an Keor = 890 exp (—12,000/T) [50]

Arrhenius dependence on temperature. o
In Solomon and Colket’s devolatilization model, the coal

is assumed to consist of nonvolatile carbon (NVC) and ab-
ll. COAL PYROLYSIS stracted hydrogen by tar (AH) plus the sources for the fol-

Coal pyrolysis is an initial step in the coal thermal de- I(é:vgn% Iight(—)vollatile <I:ongpongnés(:)cggggttlylbohﬂnﬁ %:O
composition process and plays an important role in coal- ¢ o ), |-I|_2HC or?se y hogn 0 ( HI—?C 9 %_ro-
based direct reduction of iron ore. In the initial stages of ¢&rbons (LHC), heavy hydrocarbons (HHC), and His

reduction, the compounds that evolve from the coal (and assumeq that evolution Qf the light-volatile components
later, these together with the products of the Boudouard occurs S'mU|taneOUSIY.W'th tar and that the evolving tar
and water gas reactions) provide the reductant for the iron has the same composition as the coal. As the authors state:

ore. When volatile materials reach the outside of a spec- | ne heated coal can be pictured as a soup in which some
imen, they reduce the reoxidation potential of the outer of the ingredients evaporate (the light-volatile components)

atmosphere and provide heat as thev burn. Durin _while, at t_he same time, the soup is being ladled out. The
ronsisF,) the structﬂre of the coal cha%ges and bec%r%scomposmon of the ladled-out soup (the tar) and the re-

more porous. This increases the rate of production of re- maining soup (the char) will change as the ingredients

ductants through the Boudouard and water gas reactionstVaporate.” Solomon and Colket found that even though

and decreases the thermal conductivity of the pellet. The tN€ amount of each component is different in different
final degree of reduction increases with increasing coals, the rates of evolution are relatively independent of

volatile-matter conterf® The presence of volatile mat- coal type. In that article, they found that this result did not

; ) IR 67] s 4
ter in coal increases the speed of the metallization proces§10Id for CO, butin later investigatiof§ it did hold for

and raises the melting temperature of the resultant spongeCO as well, when the multiple-reaction model was applied

iron 9l and CO evolution was subdivided into more components:

The presence of iron oxides affects the coal thermal trans-CO—_€ther loose, CO—ether tight, and CO—extra tight.
formation and, hence, coal pyroly&§%:53 Haqueet al5! Different authors (for example, Solome al.> and
(tests at 600 o’c) showed that in the presence gdfbe Anthonyet all”®) have shown that for devolatilization of

yield of tar decreases, and Lasarev and Chf%ghowed coal, the values d§; andE determined for one heating rate
an increase in the formation of water. Cypres and Soudan-2'€ not applicable when used for another heating rate. For

Moinet®? showed that the presence of iron oxides reducesmOde”ng reduction in large specimens, heat transfer should

the primary devolatilization rate of coal between 300 °C P€ taken into account, so the change of temperature can-
and 600 °C, so the yields of tar and hydrocarbon decreasel©t P€ described with an overall uniform heating rate.
In the secondary devolatilization zone, the production of . Currently, the most frequently used model for simulat-

CO, H,0, and CHincreases in the presence of iron oxides ing evolution of d.if.fergnt specie's from cpal during iFS
while the hydrogen yield decreases. " thermal decomposition is the multiple-reaction model with

: P : . distributed activation energies, also called the distributed
The modeling of coal pyrolysis is a challenging task in S ' 164.65,70.71]
itself, even for pure coal when it is not mixed with iron 2ctivation-energy model (DAEME:

ore!®*-"1IThe simplest model for the evolution of the total _ Here. the DAEM description fg’]“OW.S the description in
amount of volatiles produced up to tirhéor for model- work by Donskoi and McElwaif® This model assumes

ing the evolution of individual species) is the first-order th"’.‘t the evolut|o_n of a certain substance mvolves an in-
: : finite number of independent chemical reactions. The con-

reaction model: o : : e .
tribution to evolution by a particular reaction is described

av . - _ .
= KV — V) [42] in a manner similar to Eq. [42], that is,
dt av;
! = — .
whereV is the mass fraction of volatiles evolved up to gt k(v = Vi) [51]
time t andV* is the value ofV ast — <. The rate con-
stantk typically has the Arrhenius form (Eq. [12]). wherei denotes one particular reaction called a “sample

Sun and Li%4748lyse this model, and parameters for the reaction.” The mass of volatiles released for one sample
modeling of the evolution of different species are taken reaction is obtained by integration of Eq. [51], namely,
from early work by Solomon and Colk&l (Eqgs. [44]

through [50]). Vi =VF — V¥ exp (— thidt) [52]
0

krar = 750 exp (—8000/T) [43] ) ) .
It is assumed that the terms are given by Arrhenius ex-
Kune = 4200 exp (—9000/T) [44] pressions (Eqg. [12]), and it is also assumed that they dif-
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fer only in activation energy and that the number of reac-
tions is large enough to permit the distribution of energy
to be expressed as a functi(E), whereV*f*( E)dE rep-
resents the fraction of the potential volatile 10g¥) that

has an activation energy betweeandE + dE. Thus, the
total amount of volatile material released up to tinig
given by

o t
V=V - J exp (—J k(E)dt) f*(E)dE [53]

0 0
The distributionf*(E) is taken to be a Gaussian distribu-
tion with a mean activation energlgj and standard de-
viation (o). Assuming thak(E) = ky exp(—E/RT), ex-
pression [53] becomes

\Vad o t
V- V:C’(ZT’)HZL exp(—kO L exp (—E/RT)dt

[54]
CE- Eo)z) “

202

In later work[®”:74 Solomonet al. further developed a
devolatilization model where more components and the
DAEM were introduced. All kinetic parameters for the
later model can be found in Solomenhal [66:67]

As can be seen from expression [54], in a system in
which the temperature varies from point to point, the com-

putations become very expensive, since they require the

evaluation of a complicated double integral at every point

in space at every time step. A special numerical method

(the modified Gauss—Hermite quadrature (MGHQ)) for
integrating the DAEM has been developed by Donskoi
and McElwainl’!! It permits a significant reduction in the

computation time in comparison with the standard

approaches. Also, the MGHQ permits easy predictions of

the calculation error, while for standard methods, analyt-
ical estimation of the error is almost impossible.

To avoid the DAEM integration, Donskoi and McElwain
proposed amth-order reaction modé? which approxi-
mates the DAEM quite well. In this model, the evolution
of a certain component is modeled astinorder reaction
for a certain range of heating rates and is expressed as

av

dt
Here, n is the “order” of the reaction. For modeling

ko exp (—EJ/RT)(V* — V)" [55]

processes with quite a large range of heating rates, dif-

fering by 20 to 40 orders in magnitude, the formulae for
ko andE, are simple functions of the heating rate

ke=A+Bm [56]
Ern=C + DIn(m) [57]

where A through D are constants. These coefficients and

the parameten can be found from an experiment or from
data for the MRM. Donskoi and McEIwaifi calculated
all the coefficients for theth-order model for the coal-

independent set of kinetic parameters of the DAEM, based

on an approach given by Solomenal®¢671 As shown in
their articlel’® the approximateth-order reaction model
fits the DAEM solution quite well.
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IV. CONCLUSIONS

Different approaches to modeling kinetic parameters
like the rates of reduction, gasification, and devolatiliza-
tion in DRIOCC have been critically analyzed. The re-
view of the modeling of the rate of reduction has shown
that quite different techniques, from regression analyses
to detailed mathematical descriptions, can be applied to
model experimental data. It is concluded that the time
course of the reduction can be simulated without devel-
oping detailed mechanisms for the chemical reactions and
heat and mass transfer. However, if the specifics of gas
production, concentration of particular species, or physi-
cal properties such as the thermal conductivity are re-
quired, then a more detailed model needs to be developed.
The modeling technique adopted should depend on the ex-
perimental conditions like specimen and particle sizes,
ambient atmosphere, heating regimes, geometry, and com-
position. To reflect the dependence of the pyrolysis ki-
netic parameters on heating regimes, more-comprehensive
methods than the first-order reaction modeling should be
applied. Thenth-order reaction modeling and MGHQ
method developed by the authors permit a significant re-
duction in the computation time in comparison with the
standard distributed activation-energy approach.

APPENDIX

Equilibrium constants

Equilibrium constants for Reactions [1], [3], and [5] can
be taken from the study by Oméfi! and for temperatures
under 848 K, they are

Ki: = exp (491 + 6235/T) forf<0.111 [Al]
Kss = exp (—0.7625 + 543.3/T) forf> 0.111 [A2]

For temperatures over 848 K:

Ky = exp (4.91 + 6235/T) [A3]
Ky = exp (2.13 — 2050/T) [A4]
Ks = exp (—2.642 + 2164/T) [A5]

Equilibrium constants for Reactions [2], [4], and [6] can
be taken from work by Miyasaket al.[’® and for tem-
peratures under 848 K, they are

K, = exp (8.384 + 2546.5/T) forf < 0.111 [A6]
K46 = exp (2700 — 3183/T) forf> 0111 [A7]
For temperatures over 848 K:
K, = exp (8.102 + 2065/T) [A8]
K; = exp (2.13 — 2050/T) [A9]
Ke = exp (—2.642 + 2164/T) [A10]

The equilibrium constant for the Boudouard reaction can

be taken from work by Esdale and Motldgh:

Kg = exp (21.0 — 20,546.5/T) [A11]

METALLURGICAL AND MATERIALS TRANSACTIONS B



The equilibrium constant for the carbon gasification water 29
gas reaction has been calculated from data for the stan-
dard Gibbs free-energy change given by GaSRkl:

Kug = Xp (17.2684 — 16,341.8T)  [A12]

For detailed equilibrium diagrams for direct reduction of
iron ore, an excellent source is the articles by Esdale an
Motlagh![77:79:80]
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