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Components made by laser powder bed fusion (L-PBF) additive processes require extensive trial
and error optimization to minimize defects and arrive at targeted microstructure and properties.
In this work, in situ infrared thermography and ex situ surface roughness measurements were
explored as methodologies to ensure Inconel� 718-part quality. For a given laser energy of 200
Watts, prismatic samples were produced with different exposure times (80 to 110 ls) and point
spacings (80 to 110 lm). The infrared intensities from laser–material interaction zones were
measured spatially and temporally. The conditions leading to higher IR intensity and lowest
surface roughness values correlated well with less porosity and coarse solidification grain
structure. The transition from highly columnar to misoriented growth is attributed to changes in
thermal gradients and liquid–solid interface velocities. Hardness measurements and electron
microscopy of the as-processed and post-processed heat-treated samples show complex
transitions in microstructural states including the heavily dislocated FCC matrix, reduction
of dislocation density, and copious precipitation, respectively. These results show that the
geometry-process-structure-property correlations are dynamic, and they cascade depending on
the transitions of phase states from powder to liquid to solid, as well as phase decompositions
and deformations within the solid FCC phase. Validity of using analytical weld process models
to describe the above phenomena is also highlighted.
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I. INTRODUCTION

ONE of the obstacles critical to the adoption of
additive manufacturing (AM) is the need for rapid
qualification[1,2] of components that includes geometri-
cal conformity, minimal defect density, ideal microstruc-
ture, as well as targeted performance requirements

through many pathways. First, during the development
of AM process parameters, extensive mechanical prop-
erty (e.g., tensile or fatigue) testing can be performed on
standard samples with a given alloy powder and
machine. Using the above data and Weibull statistics,
the risks of using the same parameters for complex
geometry can be forecasted.[3] Second, while manufac-
turing each and every complex geometry, sacrificial
samples with standard geometries for mechanical testing
can be made around that component. If the tensile
samples meet the target properties, one may assume that
the printed component is also qualified in conjunction
with existing non-destructive evaluations. Third, exten-
sive amounts of in situ measurements[4,5] of thermal
signatures,[6–14] geometry,[15,16] and chemistry[17,18] can
be performed during the additive manufacturing of
components. These in situ data can be used in conjunc-
tion with selective ex situ measurements and integrated
computational materials engineering (ICME) principles
to predict the expected performance of individual
components.[19] The current paper pertains to the
validity of this third approach for structural metals
and alloys processed by powder bed fusion using laser
and/or electron beam energy source. In this paper, we
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evaluated this third approach using Inconel� 718
powders and a laser powder bed fusion (L-PBF)
process.[20]

To define the specific scope of the current paper, the
existing process flow followed by additive manufactur-
ing practitioners is briefly reviewed. (i) The first step
involves, the identification of optimum processing
parameters (e.g., laser power, spot size, velocity, hatch
distance, and layer thickness) using single track,[21]

multiple tracks, and finally followed by layer melting
experiments.[22] (ii) Once the layer melting is optimized,
standard cubes are made to evaluate the density of parts;
(iii) Then, quality of the parts are evaluated by destruc-
tive metallographic, as well as, non-destructive X-ray
tomography characterizations.[23] (iv) In the next step,
standard test samples for mechanical property testing
are manufactured and may undergo post-heat treat-
ments (stress relief, hot-isostatic pressing, or machining)
and then be tested. (v) Then, the process flow that
identified the optimum properties in the test samples will
be used for making complex geometry parts. (vi) These
components may either go through X-ray tomography
or post-process heat treatment, depending upon the
application.[24] However, this process flow assumes that
the thermal-mechanical signatures, defect distributions,
and the microstructural heterogeneities within the com-
plex components are similar to that of samples with
simple geometry. The welding literature[25] suggests that
the validity of the above assumption may not be correct.

Recently, in situ thermal imaging has been used to
confirm that the geometry,[26] process parameters,[27]

and materials[28] are interlinked when identifying defect
generation [29] and microstructural evolution[30] during
the electron beam powder bed fusion (E-PBF) process.
These measurements were correlated with the back-
ground and peak temperatures to define the tendency of
porosity formation. In addition, the in situ thermal
measurements allowed quantitative estimation of the
processing conditions that led to the columnar to
equiaxed transition (CET) during solidification.[31]

However, none of the above research have been inte-
grated and extended to selective laser melting of nickel
alloys, or involve an in-depth study of surface rough-
ness, hardness, and microstructure of the melt layers.[32]

In addition, none of the published studies provide the
comprehensive in situ and ex situ data from similar
processing conditions that may be related to AM
benchmark initiatives.[33] The objectives of this paper
are to address these two specific gaps.

II. EXPERIMENTATION

A. Additive Manufacturing Build Preparation

Matrix of cubes was fabricated with Inconel� 718
powder using the Renishaw� AM250 pulsed laser
system. The cubes were fabricated upon support struc-
tures to allow for easier separation from the build plate
and to minimize dilution from the substrate material. A
complete overview of the build parameters, i.e., laser
exposure time (Dtexp: 80 to 110 ls; with increments of

5 ls), point-to-point distance (P2P: 80 to 110 lm with
increments of 5 lm) is illustrated in Figure 1(a). It is
important to note that the hatch spacing (HS) is indeed
the offset between the P2P lines and is therefore the
same and will be referred to as point spacing. Nine of
the cubes in the matrix were terminated during the build
process. This decision was made upon the observation
of excessive swelling on the surfaces within the first 50
layers of the parts. This selective termination was
necessary to maintain the integrity of the remaining
parts and avoid damage to the wiper used for powder
recoating. The photograph of the last layer is shown in
Figure 1(b) and provides visual cues for the swelling of
the surface even with completed builds. Table I provides
the overview of all process parameters.

B. Infrared Imaging

A FLIR� SC8200 mid-wave infrared (IR) camera,
capable of sensing 3 to 5 lm wavelength emission was
used. Details of the hardware setup are summarized in
Appendix A1. IR images were recorded at a rate of
346.7 Hz with an integration time of 1.245 9 10�3 sec-
onds. The build was imaged through a sapphire window
with an estimated transmission value of 88 pct. To avoid
excessive amounts of IR data from the build region, the
following experimental strategy was used. Upon com-
pletion of the cubes, an additional 30 lm powder layer
was deposited and two heptagons were melted inside of
one another for all the conditions shown in Figure 1(c).
The outermost heptagon was displaced 1 mm from any
of the edges of the cube and was a single line melt pass
for each of the seven sides, while the inner double line
melt pass heptagon was displaced from the outer by
1 mm. All displacements were implemented to ensure
that the conditions experienced during the single and
double melting conditions were consistent in terms of
thermal diffusivity boundary conditions expected across
the whole layer. Despite the termination of nine cubes,
the IR intensity values were measured for all 49 sets of
heptagons and their significance will be discussed later.

C. Surface and Microstructure Characterization

Surface roughness was measured with a Keyence�

VR-3100 at 9120 magnification. The top surfaces of all
the components, including the heptagon regions, were
measured. Each of the cubes was then sectioned down
the middle, parallel to the build direction, and charac-
terized using standard optical microscopy techniques.
Porosity was measured as a function of build height,
stitching together multiple images captured at 950
magnification and analyses were performed using
ImageJ�. The Leica� DM4000 microscope was used to
measure the width of the single melt pool tracks of the
heptagons on the top surface of the completed cubes.
Spatial variation of microhardness in the form of maps
was measured using LECO AMH55 microhardness
tester with 200 g load. Detailed microstructural charac-
terization was performed using a JEOL� 6500F
equipped with an EDAX� electron backscatter detector
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(EBSD). Elemental maps were collected using a
Hitachi� S4800 with an EDAX� energy-dispersive
X-ray spectroscopy (EDS) detector. The scanning

transmission electron microscopy of a few selected
samples was performed with Philips CM-200 operated
at 200 kV. The reader is referred to other research
papers[34,35] to obtain details of different methodologies
used for microstructure characterization.

III. RESULTS

A. Process Feasibility

As mentioned earlier, among the planned 49 cubes,
only forty of them were successfully built. The termina-
tion of the nine cubes (i.e., #14, #21, #28, #34, #35, #41,
#42, #48, and #49) needs clarification. The decision to
terminate was made based on the observation of surface
swelling, which occurs due to encasing of unmelted
powder particles from the (j � 1)th layer during melting

Fig. 1—(a) Overview of the process parameters used for the formation of the cubes; (b) the photograph of the final surface at the end of the
build showing the cubes and also the heptagon geometries; and (c) the scan patterns used for the heptagonal geometry made on top of the last
layer of the cube surfaces.

Table I. Overview of Process Parameters

Parameters Values

Power 200 W
Power source ytterbium fiber laser
Heat source wavelength 1070 nm
Beam diameter 70 lm
Layer thickness 30 lm
Chamber preheat temperature 170 �C
Rotation between layers 67 deg
Cube dimensions 15 mm 9 15 mm 9 15 mm
Support structure height 6 mm
Melt strategy meander*

*http://www.renishaw.com/en/design-for-metal-am-a-beginners-gu
ide—42652.
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of the jth layer. Continued processing of these cubes
would have led to the impact of these surface protru-
sions with the motion of the wiper blade during the
subsequent layer recoating, and to the eventual disrup-
tion of other cubes. This partial melting has been
correlated to the volumetric energy density (Edensity) in
the literature. In the following equation, P is the laser
power (200 W), HS is the hatch spacing (mm), which is
the same as P2P, dLT is the layer thickness (30 9 10�3

mm),

Edensity ¼
P

veff �HS� dLT
; ½1�

and the effective velocity (veff) in mm/s is calculated with
Eq. [2].

veff ¼
P2P

Dtexp þ Dtset þ Dtlaser
: ½2�

In the above equation, Dtexp is the laser exposure time
in seconds, Dtset is the settling time for the laser optics
(2 9 10�6 seconds), and Dtlaser is the time taken for laser
to move from point to point, which has been assumed to
be the same and set at 3.6 9 10�5 seconds. It is
noteworthy that Dtlaser will vary based on the P2P, if
the velocity of laser deflection is kept constant. The plot
of energy density (Figure 2), with the terminated build
conditions indicated, shows that there is a critical
volumetric energy density (80 J/mm3) below which the
build process will fail. Essentially, below this critical
value, the system was unable to recover due to the
reduced melt pool depth, which led to excessive trapping
of powder particles (lower density), which manifested
itself as surface swelling.

B. In Situ Characterizations

Infrared measurements during the melting of hep-
tagons on the top surface are best visualized in a movie
format to understand the transients. Although, the IR
data also captured the spatter formation, this phe-
nomenon was not analyzed due to smearing of the
spatter in a given frame because of the limited temporal
resolution of the IR camera. Due to the limitation of the
printed media, typical data and associated analyses have
been uploaded into an online video format.* Typical

images from this movie and analyses of the same are
shown in Figure 3. It is noteworthy that the IR images
were not converted to theoretical temperatures due to
the lack of calibration parameters that account for
spatial and temporal phase transitions. The phase
transitions include changes from powder to liquid and
then to solid as the beam traverses the powder bed.[31]

The IR intensities were used as a qualitative indicator of
the molten pool shape and also the transients in the
thermal signatures. The movie, the data, and the
analyses confirmed that there was a spatial and temporal
variation of the thermal signatures. The peak intensity
at each and every location for all of the 49 conditions is
summarized in Figure 4.
The infrared data collected from the sets of heptagons

(conditions #14, #21, #28, #34, #35, #41, #42, #48, and
#49) melted upon pure unsupported powder, mimic
90 deg overhang structures. These conditions led to an
increased amount of spatter and ejection of powder
particles. This increased spatter and reduced heat
condition, due to the lack of solid below the melt
regions, resulted in the IR intensities being higher in
these areas than any others within the layer. If we ignore
the IR data from conditions with point spacing higher
than 100 lm, then there are systematic and consistent
increases in maximum intensities with decreasing point
spacing. This is indeed confirmed by the image plot of
minimum, maximum, average, and standard deviation
IR peaks as a function of point spacing and exposure
time (Figure 5).

C. Ex Situ Characterizations

1. Surface roughness
The average areal surface roughness was collected

from the middle of each of the top layers of the cubes.
This information is representative of the instantaneous
surface at the jth layer before the deposition of the
(j + 1)th layer or the top surface of the finished
component. Typical Keyence surface imaging data are
shown in Figure 6(a). The image plot confirmed that
most of the surface roughness can be associated with
each of the long beads. In certain regions, the contour
data (e.g., surface height with 16 lm) showed flat
surfaces spanning two adjacent beads, similar to mesas

Fig. 2—Image representation of the calculated energy density as a
function of exposure time and point spacing, and also the conditions
that led to component termination.

*https://www.youtube.com/watch?v=hXentP8ocQo.

5778—VOLUME 49A, NOVEMBER 2018 METALLURGICAL AND MATERIALS TRANSACTIONS A

https://www.youtube.com/watch?v=hXentP8ocQo


Fig. 3—Snapshots from three different time intervals corresponding to the (a) start, (b) middle, and (c) completion of the heptagon melting on
the top surface of the build. The gray scaling and contour plots correspond to different raw IR intensity values.
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seen in the mountain ranges. Upon closer examination
of all the average surface roughness data, we observed
that lowest surface roughness values (Figure 6(b)) cor-
related with increased volumetric energy density.

2. Melt-track width and porosity
In the next step, the single-track melt pool width of

the heptagons on the processed surface of the samples
(XY plane) were measured using optical microscopy
(Figure 7(a)). The above data are also presented in the
form of image plot in Figure 7(b). As expected, the long
exposure times produced melt pool widths that were
larger than the scale of the point spacing. The porosity
in the samples was imaged in the (XZ) cross-section
(Figure 7(c)) along the depth of the built parts. It is
noteworthy to mention that the porosities observed are
mostly due to lack of fusion and not due to gas porosity
or shrinkage. The above data are also presented in the
form of image plot (Figure 7(d)) as a function of point
spacing and exposure time.

3. Solidification microstructure
Based on the melt pool shapes seen in Figure 7(a), we

anticipated that there must be subtle changes in the
solidification of crystallographic misorientation, texture
with reference to the build direction, and grain size. This
was indeed confirmed by the EBSD data shown in
Figure 8. The inverse pole images (Figure 8(a)) show
that the aspect ratio of the solidification grains changes
drastically with an increase in the point spacing.
Interestingly, with higher point spacing, the major axes
of the columnar grains appeared to change direction
with reference to the build direction. This change in

orientation with point spacing was also confirmed by the
reduction of texture strength of the (001) crystallo-
graphic planes along the build direction (Figure 8(b)).
The EBSD data were processed further to extract the

size of the grains that were separated by the high-angle
grain boundaries (Figure 9). Interestingly, the grain
sizes decreased from 50 to 20 lm, with a decrease in
exposure time and an increase in point spacing. The
dendritic microstructure within these grains was further
evaluated with EDS mapping (Figure 10). The EDS
maps appeared to be similar with an average primary
interdendritic arm spacing of 0.5 lm and subtle, pref-
erential segregations of niobium and oxygen to the
interdendritic regions. Although the measurement of
oxygen through EDS is unreliable, we have provided
this observation due to the strong correlation with
underlying dendritic structure.

4. Mechanical heterogeneity and solid-state
transformation
The hardness maps from selected samples (Figure 11)

are presented to evaluate the possibility of solid-state
precipitation. Interestingly, the samples processed with
small point spacing show large concomitant regions (#9)
with 320 VHN (Figure 11(a)), while the samples pro-
cessed with large point spacing (#47) show smaller
regions with 320 VHN (Figure 11(b)) and very soft
regions (< 250 VHN). These very soft regions are
attributed to the presence of porosity in these samples.
The hardness maps from all of the samples were
converted into frequency distributions (Figure 11(c)),
which revealed that the hardness distributions are
consistent across many samples, except for a systematic
shift of distributions to lower VHN with decreasing
energy density.
Previous research on alloy 718 samples, processed by

a direct energy deposition (DED) process, with no
solid-state precipitation, only exhibited hardness of 250
VHN. The reason for higher hardness needs to be
clarified with transmission electron microscopy (TEM).
The sample (#12) with high hardness in the middle
region was extracted by focused ion beam machining
and characterized via TEM. TEM analyses, with elec-
tron diffraction and dark-field imaging (Figure 12),
failed to show any precipitates; however, extensive
amounts of dislocations and sub-grain boundaries were
observed. Although not presented, the presence of high
dislocation density in the samples was also corroborated
with peak broadening in X-ray diffraction analyses
when compared to stress-relieved samples. Based on the
above results, high hardness is attributed to the forma-
tion of fine dislocation cells within the face-centered
cubic matrix.

IV. DISCUSSIONS

Recently, there has been a growing need to develop
consistent data around AM benchmarking, as well as an
increasing focus on evaluating the existing and emerging
process-structure-property (PSP) models relevant to
additive manufacturing through open challenges.[33]

Fig. 4—The maximum peak IR intensities recorded for all of the
heptagons melted on the top surface, summarized in an image
format.
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Fig. 5—Statistical analyses of all the IR thermal signatures as a function of point spacing and exposure times: (a) minimum; (b) maximum; (c)
average; and (d) standard deviation.

Fig. 6—(a) Typical surface roughness data from the surface of a cube showing the presence of plateau- or mesa-like features that connect one or
more beads; (b) overview of the average surface roughness data for all of the top surfaces of the cubes as a function of processing conditions.
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Our comprehensive data are indeed quite relevant to
these current research directions; however, it is neces-
sary to discuss the generality of the current results with
reference to complex thermal conditions typical to that
of the L-PBF process.

A. Correlation of IR Peak Intensity with Build Failure

Detailed analyses of all IR video files from the top
layer resulted in interesting observations with reference
to maximum intensity. The intensity decreased gently as
the process parameters moved to less ideal conditions
with higher degrees of defect formation, as well as, large
increases in intensity when the builds failed due to
uncontrollable swelling and excessive spatter (Figures 3
and 4). Since the exact conversion of the IR data to
temperatures was not deemed consequential for the
purposes of this study, one may assume that the peak IR

intensities are related to area within the melt pools that
were heated above the evaporation temperature creating
a bright plasma.[36,37] Therefore, one may be able to
correlate the observed IR brightness to the localized
melting conditions. To calculate the area under the laser
beam that may experience different temperature distri-
butions, analytical equations developed for welding
were leveraged [38] (see Appendix A2). Typical temper-
ature distributions, assuming the two different thermal
conductivities corresponding to nickel powders (kpow-
der = 0.15 ksolid) and solid nickel (ksolid =
kbulk-nickel) are shown in Figures 13(a) and (b), respec-
tively. As expected, when the melting occurs on top of
the powder bed with no solid underneath, the area of the
melt pool that is above the evaporation (3190 K)
temperature is higher than for conditions of melting
powder on top of the solid material. In the next step, the
evaporated area was calculated for all of the conditions

Fig. 7—Overview of the melt surface patterns (a) on the XY surface, (b) the average variations of melt pool widths are compared with, (c) a
tendency to form porosity at different locations in the XZ sections, and (d) the average variations of cross-sectional porosity as a function of
processing conditions.
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(effective laser scan velocity) and was compared with the
measured IR peak intensity. Interestingly, the evapo-
rated area for sound components and poor components
lies on two different extrema and correlates with two
different extrema measured for bulk melting and failed
build conditions (Figure 13(c)). This analysis confirmed
that the measured IR intensity can be correlated to the
general reduction in build quality with an increase in
point spacing. Furthermore, drastic changes in build
quality related to delamination effects were observed
with poor choices of point spacing. Based on these
results, we recommend that the IR intensity be

measured, as a function of location, while building
complex geometries for long runs which may be referred
to for diagnoses of build failure problems.

B. Rationalization of Build Quality with Process
Parameters

1. Surface roughness
The better average surface roughness measurements

can be rationalized further by looking at a schematic
representing the melt pool overlaps (Figure 14). Intu-
itively, it is expected that closer point spacing, or hatch
spacing, leads to more melt pool passes per layer, which
in turn would lead to more overlap and thus an overall
smoother surface finish (Figure 14(a)). Increasing point
spacing would then lead to more hill-and-valley type
effects (Figure 14(b)), which in turn, would change the
powder packing distribution, with powder particles
filling more of the valleys than the hilltop areas, and
as such, the proceeding layer melting would not be
capable of compensating for the surface roughness.
Schematic illustrations of problems associated with
inferior overlap, due to changes in point spacing and
limited amount of melting, are shown in Figure 14(c).
As a result, this compounding effect of insufficient point
spacing induces additional layer height variations which
may manifest itself in the subsequent layers that
continue to propagate through the height of the build.
If our hypothesis is indeed correct, we should see
consistent increases in the frequency distributions of the
surface roughness for the top layer as a function of the
increase in point spacing and also the decrease in
exposure time. Summary of statistical analyses for all of
the roughness data from the top surfaces is compared in
Figure 15. As expected, the surface roughness distribu-
tions increased, suggesting that with a reduction in

Fig. 8—Overview of the solidification microstructure as a function of processing conditions: (a) inverse pole figure (IPF) misorientation maps
and (b) pole figures for the same conditions. The data show a gradual change in columnar solidification mode to misoriented growth mode with
an increase in point spacing and reduction in exposure time.

Fig. 9—The measured average size of highly misoriented FCC grains
as a function of point spacing and exposure time.
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melting and melt bridging across points and hatches,
one would expect increased tendencies for build failure
and defect generation.

2. Build quality
Researchers from Carnegie Mellon University[39–41]

have developed processing maps based on simple analyt-
ical heat transfer equations that are based on classic
Rosenthal equations.[42] This model allows for the
estimation of single-track melt pool width and depth.
Therefore, in this section, correlations between predicted
single-track melt pool geometry and measured build
characteristics including melt pool width, melt pool
depth, surface roughness, and porosity were attempted
using the Rosenthal equation. The heat transfer equa-
tions shown in Appendix A2 were calibrated by varying
the efficiency parameter (g) until the predicted melt pool
widths compared with the measured widths as a function
of laser scan velocity. The measured melt pool widths can
be correlated within a band of predictions made with
efficiency parameters varying from 0.1 to 0.2
(Figure 16(a)). This low value of energy efficiency is also
reported by laser welding with low powers in the range of
200 W.[43] With the same analyses, the melt pool depths
also can be calculated (Figure 16(b)). The predicted melt
pool depths were also compared with the measured
surface roughness. It is interesting that when the pre-
dicted melt pool depths are similar or above the powder
layer thickness, the surface roughness also reduces to the
same order of magnitude as the powder layer thickness.

Under these conditions, one may expect good builds with
minimal lack of fusion defects. Therefore, the measured
porosity was also compared for the same conditions
(Figure 16(c)). The correlations show that as soon as the
measured surface roughness falls below 20 to 40 lm, the
porosity also drops below 0.1 pct.
Based on the above analyses, it appears that semi-em-

pirical correlations arrive at optimum build conditions,
i.e., if the predicted melt pool widths are greater than the
point spacings, and melt pool depths are greater than
layer thickness, the build quality is expected to be robust.

C. Rationalization of Solidification Microstructure

1. Solute partitioning during solidification
The EDS maps showed the tendency for the segregation

of varying alloying elements to the boundaries between
fine primary dendrite arms. This phenomenon is not new
and is often observed in microstructures within weld metal
regions and in E-PBF and DED processes. Interestingly,
the SEM micrographs show pronounced segregation of
Nb, Mo, and O compared to other elements. Although,
one can dismiss these apparent differences (especially
carbon) based on the sensitivity of the SEM-EDS analysis
methodologies, we evaluated the possibility of trapping
these elements due to rapid liquid–solid interface velocity
(R). Aziz[44] derived a fundamental equation to evaluate
the tendency for velocity-dependent partitioning (kiv) as a
function of liquid–solid interface velocity (RL/S), which is
given below.

Fig. 10—Overview of energy-dispersive X-ray maps (Al, C, Cr, Fe, Mo, Nb, Ni, and O) from selected, variable extreme, cube sample conditions
showing the dendritic microstructure and strong partitioning of Nb, as well as some tentative association of oxygen enrichment near the
interdendritic regions. (a) sample #1; (b) sample #7; (c) sample #43; and (d) sample #47.
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kiv ¼
ki0 þ a0 RL=S=Di

� �

1þ a0 RL=S=Di

� � : ½3�

In the above equation, ki0 is the equilibrium parti-
tioning coefficient for the ith element in the alloy, Di is

the diffusivity of the same element along the L/S
boundary, and a0 is the characteristic diffusion distance,
which is assumed to be 3 Å. The equilibrium partition-
ing ratios for all elements are calculated using Ther-
moCalc� software with TCNi8 database. The above
equation was used to calculate the conditions that may

Fig. 11—Hardness maps collected along the XZ cross sections of (a) sample #9 and (b) sample #47 showing the spatial distribution of hardness.
(c) The summary histograms plotted for all of the data from other samples compared with that of samples #9 and #47.

Fig. 12—Summary of transmission electron microscopy images from the sample #12: (a) fine cellular structure at low magnification and (b) high
magnification image showing excessive dislocation density. (c) Electron diffraction information confirmed no evidence of 2nd phase precipitation
including c¢ and c¢¢ phases.
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lead to solute trapping, assuming the same diffusivity
(5 9 10�9 m2/s) values for all elements.[45] Note that the
experimentally measured diffusivity of alloying elements
in complex alloy systems is very rare[46] and therefore,
these values should not be considered as accurate.

The calculations were also performed with reducing
and increasing the diffusivity by one order of magnitude
at a time. As expected, with the reduction in diffusivity,
the conditions for solute trapping were found to move to
lower velocities and vice versa for conditions with
increased diffusivity. Based on these calculations

(Figure 17(a)), it is indeed clear that the conditions for
solute partitioning to the interdendritic regions for Al,
Fe, Cr, and Co are expected to be minimal, while the
partitioning of Mo, Nb, O, and C to the interdendritic
regions would be favored, even with very high liq-
uid–solid interface velocities (e.g., 10 m/s). The next
point is to understand the interdendritic microstructure
that could form during final stages of solidification due
to preferential enrichment of Mo, Nb, O, and C. To
answer this question, we performed Scheil solidification
simulations with ThermoCalc� software.[47] As

Fig. 13—Calculated temperature distribution using the analytical model for two different thermal conductivity conditions: (a) low thermal
conductivity representative of melting on a powder bed; (b) high thermal conductivity representing melting upon solid IN718. All other parameters
are kept constant: laser powder = 200 W; preheat = 443 K; efficiency = 15 pct; radius of laser beam = 35 lm and speed of 0.5 m/s. (c)
Empirical correlation of the region above the boiling point with IR intensity.

5786—VOLUME 49A, NOVEMBER 2018 METALLURGICAL AND MATERIALS TRANSACTIONS A



Fig. 14—Schematic illustration of the mechanisms for smooth surface finish (a) due to the close overlap of the molten beads and (b) rough
surfaces due to the large separations between molten beads. (c) Schematic of the mechanisms for the formation of porosity due to the lack of
fusion of previously deposited melt beads.
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Fig. 15—Summary of the surface roughness data for all cube samples showing gradual increase in roughness with an increase in point spacing
and reduction in exposure time. The image on the top left shows the sample identifications and their processing conditions. Surface roughness
data from different sets of samples are provided above: (a) #1 to #7; (b) #8 to #13; (c) #15 to #20; (d) #22 to #27; (e) #29 to #33; (f) #36 to #40;
and (g) #43 to #47.
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expected, with the progression of solidification, the
calculations (Figure 17(b)) predicted the onset of the
following interdendritic phases, MX, Ni3Nb, Laves, r,
and corundum. None of our SEM or TEM character-
ization results were able to identify these phases due to
the sample preparation techniques, limited spatial res-
olution, and the field of view of the samples. Future
work is necessary to identify these precipitates with
focused ion beam techniques.

2. Primary dendrite arm spacing
The uniqueness in the current solidification

microstructure, with reference to results from Inconel�

718 builds made by other additive manufacturing
processes, is related to the length scale over which these
segregations occur in-between the primary dendrite arm
spacing. Quick evaluation of the micrographs from
Figure 10 showed that the primary dendrite arm spacing
was on the order of 0.45 ± 0.1 lm. The primary
dendrite arm spacing for Inconel� 718 alloy under
E-PBF conditions was measured to be around 12 lm.
These differences are rationalized by using fundamental
equations relating the primary dendrite arm spacing (k,
lm) with G and R, given below.

k ¼ C=G0:5R0:25: ½4�

In this equation, C is a proportionality constant that
may take the values from 2145.952 to 3195.214, G is
thermal gradient (K/m), and R is the liquid–solid
interface velocity (m/s). Using Eq. [4] and the measured
primary dendrite arm spacing, the bounding values for

Fig. 16—Correlation of calculated (a) melt pool width and (b) depth
with surface roughness and (c) lack of fusion porosity. The grayed
region in (a) corresponds to the point spacing of 90 lm and in (b)
corresponds to layer thickness with spread dictated by the powder
size distributions.

Fig. 17—Calculated tendency for (a) non-equilibrium partitioning of alloying elements as a function of liquid–solid interface velocity and (b)
Scheil–Gulliver solidification simulation based purely on thermodynamics.
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operational G and R values during L-PBF were derived.
The bounding box was calculated using the two ‘‘C’’
values that resulted in the following limits: {G (K/m), R
(m/s)} = {108, 0.01758} {108, 0.4078}, {2.2022 9 107,
10}, and {4.0476 9 106, 10}. Since we cannot correlate
the observed microstructure location to the spatial-tem-
poral measurements of G and R, we need to understand
the validity of the above estimations based on the
solidification grain texture.

3. Crystallographic texture
The analyses of the data in Figure 8 showed transi-

tions from highly textured columnar grain structure to
randomly misoriented grain structure. In the literature,
the tendencies for such drastic changes in the solidifica-
tion texture have been correlated to spatial and tempo-
ral variations of thermal gradients (G) and liquid–solid
interface velocities (R). Careful analyses showed that the

misoriented growth appeared to occur with an increase
in point spacing and decrease in exposure time. Both of
these conditions are expected to reduce the superheat of
the liquid metal and the melt pool shape, as well as
increase the L/S interface velocity. Since we have
estimated the bounding values for G and R based on
the primary dendrite arm spacing, the CET transitions
were calculated using interface response function theo-
ries.[45,48] Details of these calculations have been pro-
vided in the Appendice. The calculations (see Figure 18)
show that for the range of G and R values, if we assume
low number (1 9 1015 m�3) of pre-existing nuclei (N0)
ahead of the L/S interface, the CET transition may not
occur. However, if the N0 value is increased by two
orders of magnitude (1 9 1017 m�3), the probability of
CET increases. Currently, there are no experimental
methods to measure the N0 value under in situ condi-
tions. However, based on the welding[49] and laser

Fig. 18—Estimated ranges of G and R from the measured primary dendrite arm spacing bounding box are overlaid with the calculated
solidification maps, with two different initial number densities of nuclei ahead of the L/S interface: (a) N0 = 1015 m�3 and (b) N0 = 1017 m�3.

Table II. Thermal Simulations Conducted Using the Gleeble
�
1500D and Resulting Hardness Measurement Results

Sample Thermal Simulation
Average Hardness,

VHN
Range,
VHN

Cube #12 as-built condition 324 309 to 340
G1 heating rate of 10 �C/s up to 1050 �C & 5s hold at 1050 �C & cool at 1 �C/s

cooling to 25 �C
303 285 to 325

G2 heating rate of 10 �C/s up to 1050 �C & 5s hold at 1050 �C, 5 �C/s cooling to
25 �C

288 270 to 309

G3 heating rate of 1050 �C/s up to 1050 �C & 2s hold at 1050 �C, 1 �C/s cooling to
25 �C

291 273 to 308

G4 heating rate of 1050 �C/s up to 1050 �C & 2s hold at 1050 �C, 5 �C/s cooling to
25 �C

285 229 to 302

G5 heating rate of 1.5 �C/s up to 877 �C & 1.5 �C/s cooling to 25 �C 348 315 to 371
G6 heating rate of 1 �C/s up to 877 �C & 1 �C/s cooling to 25 �C 350 329 to 364
G7 heating rate of 0.1 �C/s up to 877 �C & 0.1 �C/s cooling to 25 �C 371 347 to 388
G8 heating rate of 0.01 �C/s up to 877 �C & 0.01 �C/s cooling to 25 �C 395 320 to 413
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surface alloying literature,[50,51] one can state that with a
reduction in the superheat of the liquid metal, the melt
pool shape may retain many of the unmelted powders,
potentially acting as heterogeneous nucleation site. The
role of non-dissolving oxides, carbides, nitrides on the
breakdown of columnar grain solidification has been
shown in welding,[52] laser surface alloying, and L-PBF
processes. For example, the recent work by HRL,[53] on
the addition of functionalized powders to initiate
equiaxed nucleation, can also be rationalized based on
the above knowledge. Based on the above discussions, it
appears that the theories of welding metallurgy can be
extended to rationalize the solidification microstructure
in the L-PBF builds that are seen in the as-deposited
conditions.

D. Rationalization of Hardness Heterogeneity
and Solid-State Transformations

Earlier, the heterogeneity observed in the hardness
maps was attributed to the accumulated plastic strains
that occur during transient thermal stress evolution
during processing. This phenomenon and associated
residual stresses are well known in welded struc-
tures,[54–56] as well as confirmed in additive manufac-
turing,[57,58] but the stability of the accumulated plastic
strains has to be confirmed via post-process heat
treatment characterization. To accomplish this, stan-
dard samples for Gleeble� thermal-mechanical simula-
tions were fabricated using the processing conditions of
Cube #12. Then, these samples were subjected to
thermal simulations (Table II), shown in Figure 19(a),
using a Gleeble� 1500D simulator. Samples G1 through
G4 represented thermal annealing conditions, while G5
through G8 were used to evaluate the possibility of
inducing specific precipitations by aging. Hardness tests
were performed on all of the simulated samples, and

because of the uncertainty of the build direction after
machining of the Gleeble� parts, hardness measure-
ments were conducted across four lines, rotating 45 deg
and traversing the diameter each time over the cross-sec-
tional area (Figure 19(b)).
The data clearly showed that thermal annealing

treatments (G1 to G4) softened the builds and the
aging thermal cycles (G5 to G8) hardened the build

Fig. 20—Transmission electron microscopy of (a, b) G1 and (c, d)
G2 samples confirming the reduction of the original dislocation
density, while selected area diffraction patterns confirmed the
absence of the age-hardening precipitates.

Fig. 19—Post-processed Gleeble� thermal cycling (Table II) performed to evaluate the annealing and aging effects: (a) thermal cycles; (b)
hardness maps across the radial direction from the center of the Gleeble� samples. The hardness histograms from the as-built condition are also
shown to emphasize the annealing and aging effects.
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samples, with reference to the as-processed condition.
To confirm that the softening was attributed to the
reduction of the dislocation density, transmission
electron microscopy analyses (Figure 20) were per-
formed on G1 and G2 samples. The imaging condi-
tions were set at slightly off from [001] zone axis to
allow for imaging of dislocations. The analyses qual-
itatively confirmed that there was a distinct reduction
in the dislocation density. To confirm precipitation
during the aging treatments in a quantitative way,
only G6, G7, and G8 samples were characterized in
detail using scanning electron microscopy (see
Figure 21).

The samples were imaged in the as-polished condition
using backscattered imaging. With this mode, the
Nb-rich precipitates would appear brighter in contrast,
but since SEM cannot distinguish the nanoscale co-pre-
cipitation of c¢ and c¢¢ precipitates, the precipitates were
quantified as aggregates. Initially, the precipitation
appears to be enhanced close to the interdendritic
regions (G6) and then spreads to the interior of the
grains (G8). This was indeed expected and can be
correlated to the solute segregation described earlier. In
the next step, the published STK model[59,60] was used to
evaluate the extent of precipitation for all of the G1 to
G8 thermal cycles. The calculated volume fractions of c¢

Fig. 21—Scanning electron microscopy images from samples subjected to different thermal cycling: (a) G6, (b) G7, and (c) G8. The volume
fraction for each of the conditions was also measured using image analysis and are provided with each image.

Fig. 22—Overview of the calculated phase fractions of c¢ and c¢¢ as a function of thermal cycles, using the STK model; bottom: thermal cycles;
top left: the corresponding evolution of the precipitate fractions; top right: correlation of the predicted volume fractions of age-hardening
precipitates and the average hardness.
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and c¢¢ precipitates (see Figure 21) correlated well with
the measured hardness values (Figure 22).

V. RELEVANCE TO AM AND CHALLENGES

Our original intent of this research was to develop a
comprehensive, extensible data set and analytical tools
to allow AM practicing engineers to understand the
overall process flow and its effects on defect, microstruc-
ture, and property evolutions. As discussed above, we
have developed correlations between data measured by
in situ and ex situ characterization techniques with
phenomenological models, but we believe there are
many unanswered questions that need to be addressed
with the continuing refinement of our analytical tools.
These questions are outlined briefly here. (i) Uncertainty
of IR measurements as discussed by Raplee et al.[31] the
IR measurements are affected by the curvature of the
surface and also by the emissivity changes as the powder
state transitions to liquid and then to solid. Therefore,
we need additional in situ tools to track the variations of
the surface conditions under in situ conditions. (ii)
Evaluation of sub-surface defects Although IR images
are very good at providing qualitative information
about the possibility of defect formation, it does not
provide any information about the sub-surface defect
formation or annihilation. (iii) Time and spatial resolu-
tion The current spatial and temporal resolutions are not
on the same order of the phenomena that controls the
solidification and solid-state transformations. Incorpo-
ration of high-end IR cameras, data recording storage
devices, and analytical tools may turn out to be more
expensive than that of the L-PBF machines themselves,
thereby limiting the use of these methods. Therefore, we
need to develop hybrid techniques that are capable of
using less expensive IR equipment and surface sensors,
combined with the use of fast-acting analytical models
to interpolate the thermal and mechanical conditions to
finer time and spatial resolutions. (iv) Ability to measure
plastic deformation Current results have shown that
processing conditions lead to local thermal stresses that
may result in accumulated plastic strains lingering in the
as-processed state of the final components manufactured
via AM; however, none of the current in situ character-
izations was capable of detecting these changes under
in situ conditions. Future work must focus on indirect
methods to extract this information. (v) Data Analytical
tools Although, we have developed ad hoc analytical
tools using existing software infrastructures, more work
is necessary to package these analytical tools into an
integrated package.

VI. CONCLUSIONS

This work has demonstrated pathways to employ
in situ and ex situ characterization techniques with
pragmatic uses of existing welding analytical models to
describe defect formation, solidification, and solid-state
phase transformations during the laser powder bed
fusion of Inconel� 718. Because of these determined

connections, the following specific conclusions could be
made. (i) The in situ IR imaging and analyses of
integrated intensities can provide qualitative evidence
for the robustness of the L-PBF process in terms of the
melt pool characteristics and potential tendency for
build failures. (ii) Based on the combination of in situ IR
data, ex situ surface roughness measurements,
macrostructure characterizations, and calibrated weld-
ing heat transfer models, a simple design rule for
avoiding the lack of fusion defects and porosity has
been proposed. (iii) It is possible to estimate the
prevailing spatial and temporal variations of the thermal
gradient and the liquid–solid interface velocity during
L-PBF process through measurement of the primary
dendrite arm spacing. (iv) Calibrated columnar to
equiaxed solidification maps, based on interface
response function theories, are able to provide rational-
ization of the observed solidification texture variations
as a function of laser exposure time and point spacing.
(v) The observed solute partitioning of niobium was
rationalized based on the Scheil solidification model,
and furthermore, the solidification conditions in the
current experiments did not reach the solute trapping
conditions. (vi) The Gleeble� thermal cycling experi-
ments, electron microscopy, and simultaneous phase
transformation kinetic (STK) models rationalized the
microstructural pathway involving accumulation of
plastic deformation and no precipitation in the as-pro-
cessed conditions, reduction of dislocation density and
softening on heat treatment above the solvus tempera-
ture, and copious precipitation on slow heating and
cooling below the solvus temperature.
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APPENDICES

Appendix A1: Hardware Setup for In Situ Infrared
Imaging

The details of our IR imaging experiments, installed
within the Renishaw� AM250 machine, are briefly
summarized. The geometry of the IR camera placement
is shown in Figure A1. A front surface mirror was
positioned inside the build chamber to allow for the
camera to access the whole field of view available for the
AM processing surface. Due to the use of the mirror at a
certain angle, we did have keystone distortions in the
image. Although, we can correct the images using matrix
methods, this was not done to avoid any interpolation
effects. The IR camera was equipped with a 25mm
germanium lens with a neutral density #2 filter. A 1TB
solid-state high-speed data recorder was used in order to
take images at high speed for the entire layer collection.
Custom-built programs were written using MatLab�

and IgorPro� software packages to extract the IR
intensity, as well as, to do visualization and statistical
analysis.

All the recorded videos for the conditions are pro-
vided in the following YouTube location and summa-
rized in Table AI.

Appendix A2: Analytical Heat Transfer Model

Thermal cycles under steady-state conditions for the
E-PBF process were calculated using the following
equation, which is indeed a derivative of the classic
formulism developed by Rosenthal.[42] This equation
was used for estimating the thermal distribution during
E-PBF by Sames et al.[24]

T ¼ T0

þ gQ=V

2pk
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t tþ t0ð Þ

p exp � 1

4a

zþ zoð Þ2

t
þ yð Þ2

tþ t0

" #( )

:

½A1�

In the above equation, T0 is the preheat temperature
(443 K), Q is the heat input (200 W), V is the scan
velocity, t is the time in seconds, y is the distance
perpendicular to the beam direction, z is the distance
along the thickness of the powder bed or solid, ao is the
thermal diffusivity, t0 is the characteristic time given by
the equation (r2b=4a), rb is the radius of the heat source
(35 lm), and zo is the characteristics thickness given by

the equation rb=eð Þ= parb=Vð Þð Þ0:5
h i� �

. The following

parameters (Table AII) were used for calculation of
thermal distribution shown in the main text. While
calculating thermal distribution for the 100 pct powder
bed condition (no solid underneath), the powder ther-
mal conductivity was assumed to be 15 pct of the solid
nickel.

Appendix A3: Interface Response Function Model

For the benefit of the reader, the salient equations to
describe columnar to equiaxed transition (CET) and
relevant thermodynamic data for the alloy 718 are based
on the classical interface response function developed by
solidification researchers.[61,62] The original governing
equation for the CET was derived by Gaumann et al.[48]

to describe the probability of stray grains (/), which is
given below:I

G ¼ 1

nþ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�4pNo

3 ln 1� /ð Þ
3

s

DTc 1� DTnþ1
n

DTnþ1
C

 !

: ½A2�

In the above equation, G is the thermal gradient, DTc is
the constitutional tip undercooling, n is the power factor,
and N0 is the number density of pre-existing nuclei ahead
of the liquid–solid interface. In the above equation, the
roles of liquid–solid interface velocity (RL/S) and dendrite
tip radius (RTip) are taken care of through a change in the
DTc, given by the following equation:

DTc ¼
Xn

i¼1

ci�l m
i
V � ciom

i
o

� �
� 2C
RTip

: ½A3�

In the above equation, cio is the nominal concentration
of ith element, mi

o is the equilibrium liquidus slope, mi
V is

the velocity-dependent liquidus slope, ci�l is the concen-
tration of the ith element at the dendrite tip, and C is the
Gibbs–Thomson coefficient. The ci�l can be calculated
using the following equation:

ci�l ¼ cio
1� 1� kiv

� �� �
Iv Pef g

: ½A4�

In the above equation, kiv is the partitioning ratio for
ith element as a function of liquid–solid interface
velocity and Iv{Pe} is the Ivantsov function of the
Peclet (Pe) number. The Pe is related to the liquid–solid
interface velocity (RL/S), dendrite tip radius (RTip), and
the diffusivity (Di) of the ith element in liquid with the
following relationship:Fig. A1—Schematic illustration of the IR imaging setup used in the

current investigation.
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Pe ¼
RTipRL=S

2Di
: ½A5�

Furthermore, the velocity-dependent partitioning (kiv)
is related to the equilibrium partitioning ratio (kio) and
the characteristic diffusion distance (a0) through the
following relationship derived by Aziz[44]:

kiv ¼
kio þ a0 RL=S=Di

� �

1þ a0 RL=S=Di

� � : ½A6�

Similarly, the liquid slope (mi
V) is given by the

following relationship:

mi
v ¼ mi

o

1� 1� ln kiv=k
i
o

� �� �

1� kio

	 

: ½A7�

The only other unknown in the above formulation is
the dendrite tip radius (RTip), which is described by the
well-known interface instability criteria given below:

4p2C
1

R2
Tip

 !

þ 2
Xn

i¼1

mi
vP

i
e 1� kiv
� �

ci�l n
i
c

� �� � 1

RTip

 !

þ Gð Þ
¼ 0:

½A8�

With the above Eqs. [A3] through [A7] and thermo-
dynamic data from CALPHAD techniques,[45,63] it is
possible to construct the solidification maps for any
alloy composition. The data used for the calculations
are summarized in Table AIII.

Appendix A4: Simultaneous Transformation Kinetics
Model

In all the computational weld mechanics modeling or
additive manufacturing, it is important to describe the
solid-state phase decomposition of the parent phase (c)
to different product phases (c¢ and/or c¢¢, Laves, MX
and d phase) during repeated heated and cooling in the

Table AI. Links to the Processed IR Image Movies for All the Processing Conditions are Given Below

Condition Location of the Movie Condition Location of the Movie

1 https://youtu.be/Dj9MBXpKOow 26 https://youtu.be/R06Cypa6EeA
2 https://youtu.be/XPG8CbKrj6Q 27 https://youtu.be/aL9nSQBsqkA
3 https://youtu.be/Ex8Xk7-Xzoo 28 https://youtu.be/JQdQlQULP-o
4 https://youtu.be/Sh3owcosH0g 29 https://youtu.be/8ohNnXDTCJQ
5 https://youtu.be/JgZ6VWs7O1U 30 https://youtu.be/lCeVnVscl-E
6 https://youtu.be/ot731ewlkS8 31 https://youtu.be/HNLrlfn1_zU
7 https://youtu.be/LXcq4ReurcA 32 https://youtu.be/EwlGP9ESkbk
8 https://youtu.be/4yvOuep7ilc 33 https://youtu.be/wrsfaa48bRU
9 https://youtu.be/597HPqS6eBc 34 https://youtu.be/RPZmSk3480g
10 https://youtu.be/CK48-qUZUKU 35 https://youtu.be/UGaJrBKSgas
11 https://youtu.be/xwfAJS9MDo8 36 https://youtu.be/QlZ46yoPxVc
12 https://youtu.be/VSwRlYBBEWg 37 https://youtu.be/Hd7fUVBQ_iw
13 https://youtu.be/apAyPXKsFkw 38 https://youtu.be/lT8DrSLBN4c
14 https://youtu.be/pIQ7aA97wuI 39 https://youtu.be/IMuAFSS4110
15 https://youtu.be/AxAM4zh2aCk 40 https://youtu.be/gRPqWSXPQns
16 https://youtu.be/YYMOZGTDWxo 41 https://youtu.be/4e0KEjOl2Ss
17 https://youtu.be/oZaHtvmFa6g 42 https://youtu.be/mqwL6-z9uF4
18 https://youtu.be/imfKvY3lJGU 43 https://youtu.be/sk-JXMdD_N0
19 https://youtu.be/JIVd9V0fnQk 44 https://youtu.be/vnllBPGuxck
20 https://youtu.be/FFywGt5Magw 45 https://youtu.be/NjTbZn2B4ns
21 https://youtu.be/-LSV0VI7nfw 46 https://youtu.be/izhW_Z-stM8
22 https://youtu.be/4N_xVdlC4N8 47 https://youtu.be/9zpXPXAtDAs
23 https://youtu.be/KnvuDvCYaWg 48 https://youtu.be/Vw38YNcHPu4
24 https://youtu.be/33UjhIm-dIY 49 https://youtu.be/IJE4tCsLpmU
25 https://youtu.be/YmZhRzsvNYI

Table AII. Physical Parameters Used for the Thermal Analysis of Relevant Nickel Alloys

Parameter Value Remarks

Specific heat (Cp) 0.435 J/(g K) no temperature dependence
Density (q) 8.19 9 106 g/m3 no temperature dependence
Thermal conductivity 11.2 W/m/K no temperature dependence
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solid-state. In this regard, the simultaneous transforma-
tion kinetics (STK) modeling framework development
by Jones and Bhadeshia[64] can be adopted. This model
can consider competition between individual precipi-
tates when calculating the nucleation and growth rates
based on the assumptions made for JMAK theory,[65] in
a discrete fashion. Makiewicz et al.[60] extended this
formulism to additive manufacturing of Inconel 718
alloys. Although the details of this theoretical formulism
are outlined by Makiewicz et al.,[60] the methodology is
briefly described below for context. In order to describe
the phase transformations that occur in any arbitrary
thermal cycle that involves multiple heating and cooling
modes, the whole cycle is subdivided into smaller
isothermal steps at a given temperature. The model
takes the initial microstructure (e.g., vic0 , volume fraction

of phase) at (i � 1)th time step, before entering ith time
step (dt) at a given temperature and calculates the
change of the fraction depending on the volume fraction
of all the other phases.

dvic0 ¼ 1�
vi�1
n �

Pn¼k
n dvin

h i

vi�1
c0

0

@

1

Advic0ðextÞ


n 6¼c0

½A9�

In the above equation, dvic0ðextÞ is the change in
extended volume of the c¢ phase given by the following
equation, by assuming spherical precipitates:

dvicðextÞ ¼
4

3
p G�

3

ffiffiffiffiffiffiffiffiffiffi
t� s

p� �� �3
� �

Ivdt ½A10�

In the above equation, Iv is the nucleation rate, G�
3 is

the growth rate, t is the equivalent time, and s is the
incubation time at that given temperature. The Iv for
each phase can be calculated using a generic equation
given below:

Iv ¼ Io exp
�Qact

kT

� �
; ½A11�

where Qact ¼ 16pr3

3DG2
v
is the activation energy for nucleation,

which is a function of interfacial energy (r) and the max-
imum driving force (DGv) for nucleation. This driving
force can be calculated using ThermoCalc� software.[47]

The growth rate of each phase can be calculated using
the following equation, which relates the supersaturation
and the growth rate G�

3

� �
, assuming no soft impinge-

ment. The typical equation for the c¢ is given below:

Table AIII. Parameters Used for the Interface Response Function Calculations (Rounded to Two Decimal Points)

Element ID Comp. (At. Pct) kio mi
o Parameters value

Al 1.27 1.16 � 5.76 a0 (m) 3.0 9 10�10

Cr 20.09 1.07 � 2.63 n 3.4
Fe 18.13 1.19 � 1.04 No m�3 varied
Mo 1.77 0.65 � 6.35 C (m K) 3.37 9 10�7

Nb 3.20 0.20 � 14.36 / varied from 0 to 1
Ti 1.03 0.40 � 15.19 liquidus (K) 1611.02
C 0.16 0.13 � 10.70 solidus (K) 1530.56
Ni 54.01 1.02 1.04 Di (m

2/s) 5.0 9 10�9

O 0.04 0.25 � 3.66 DTn 3.5
Si 0.19 0.64
Co 0.11 1.05

Table AIV. Calibration Parameters for the STK Model Relevant to the Current Research

Phases DED Values (Makiewicz et al.) New Calibration (Current Work)

Pre-exponent nucleation factor: mm�3s�1

c 2.5 9 1016 1 9 1019

c’’ 2.5 9 1015 1 9 1018

MX 1 9 1015 1 9 1015

Laves 1 9 105 1 9 105

d 1 9 1010 1 9 1010

c’’ 0.095 0.095
Surface energy parameter (r) J/m2

For all phases 0.095 0.095
Growth acceleration parameter vc0

� �

For all phases 1 1
MX 3 3
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G�
3 ¼ vc0

ðxo � xcÞ
2ðxc0 � xcÞ

ffiffiffiffi
D

t

r

: ½A12�

The supersaturation term in the above equation is
related to the bulk concentration of principal element
xoð Þ controlling the diffusion-controlled growth of c¢, xc
is the interface concentration at the FCC matrix, and xc0
is the interface concentration of c. The vc0 is the

empirical acceleration parameter used to throttle down
or up certain precipitates. Makiewicz et al.[60] used
experimental data from a laser powder blown deposition
process (DED) to calibrate these parameters (see
Table AIV). We have adopted the above methodology
to rationalize the solid-state decomposition during the
Gleeble� thermal simulations. The STK model requires
sixteen parameters as inputs, however, the calibrations
developed for the DED process underestimated the
precipitation volume fractions of c¢ and c¢¢ with refer-
ence to the controlled Gleeble� simulated thermal
gyration experiments and, also, published data from
EBM builds.[35] To correct these underestimations, a
new set of calibration parameters was developed (see
Table AIV).
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