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In this study, a combined precipitation, yield strength, and work hardening model for Al-Mg-Si
alloys known as NaMo has been further developed to include the effects of strain rate and
temperature on the resulting stress–strain behavior. The extension of the model is based on a
comprehensive experimental database, where thermomechanical data for three different
Al-Mg-Si alloys are available. In the tests, the temperature was varied between 20 �C and
350 �C with strain rates ranging from 10�6 to 750 s�1 using ordinary tension tests for low strain
rates and a split-Hopkinson tension bar system for high strain rates, respectively. This large
span in temperatures and strain rates covers a broad range of industrial relevant problems from
creep to impact loading. Based on the experimental data, a procedure for calibrating the
different physical parameters of the model has been developed, starting with the simplest case of
a stable precipitate structure and small plastic strains, from which basic kinetic data for obstacle
limited dislocation glide were extracted. For larger strains, when work hardening becomes
significant, the dynamic recovery was linked to the Zener-Hollomon parameter, again using a
stable precipitate structure as a basis for calibration. Finally, the complex situation of
concurrent work hardening and dynamic evolution of the precipitate structure was analyzed
using a stepwise numerical solution algorithm where parameters representing the instantaneous
state of the structure were used to calculate the corresponding instantaneous yield strength and
work hardening rate. The model was demonstrated to exhibit a high degree of predictive power
as documented by a good agreement between predictions and measurements, and it is deemed
well suited for simulations of thermomechanical processing of Al-Mg-Si alloys where plastic
deformation is carried out at various strain rates and temperatures.
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I. INTRODUCTION

AGE-HARDENING Al-Mg-Si aluminum alloys are
widely used by the industry since they offer a good
combination of properties like strength, ductility, cor-
rosion resistance, formability, and weldability. Precipi-
tation hardening from different types of
metastable phases and clusters is the main strengthening
contribution in these alloys,[1–5] but for many of the
properties mentioned above, due consideration must
also be given to elements in solid solution as well as

dislocation structures that may develop due to different
types of forming operations. During thermal processing,
the alloys undergo complex structural changes that
bring about corresponding changes in the mechanical
properties. It is therefore obvious that any model, which
intends to capture the effect of the thermomechanical
processing on the resulting tensile properties without the
use of a vast amount of experimental data, needs an
advanced precipitation model as a cornerstone.
During the last decades, several precipitation models

have been developed based on the principles outlined in
the pioneer works by Langer and Schwarts[6] and
Kampmann and Wagner.[7,8] These so-called Kamp-
mann–Wagner (KW) type of models have become
increasingly sophisticated and they can incorporate
several particle size distributions representing individual
phases with various stoichiometry and interface energies
as well as different particle shapes.[9–13] Lately they have
been integrated with multi-component thermodynamic
databases to predict the effect of several alloying
elements on the precipitation kinetics.[14–18] These pre-
cipitation models are particularly useful when they are
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coupled with mechanical models based on dislocation
mechanics, which allows for predictions of the yield
strength and work hardening behavior resulting from
a corresponding evolution of the precipitate
structure.[19,20]

The models by Cheng et al.[21] and Poole and Lloyd[22]

are well suited for coupling with precipitation models
for predictions of the work hardening behavior of
age-hardening aluminum alloys. They are based on the
classical work hardening models by Kocks,[23] Mecking
and Kocks[24] and Estrin,[25,26] but are recast to account
for various metallurgical parameters like solute content
and number density and size of shearable and
non-shearable particles. Even though the models pre-
sented by Cheng et al.[21] and Poole and Lloyd[22] are
useful for work hardening predictions, they are mainly
restricted to room temperature deformation where
strain rate effects are of less importance for the relevant
alloys.

At higher temperatures when strain rate effects
become significant, both yield strength and work hard-
ening models must consider kinetic effects. In the
present work, a rate equation for plasticity based on
obstacle limited dislocation glide is used. This rate
equation is based on a prediction of the flow stress at
0 K when the dislocations get no help from thermal
fluctuations to overcome barriers they meet in the slip
plane. The 0 K flow stress is then adjusted to include
strain rate and temperature dependence by considering a
dislocation that breaks through an array of barriers by
thermal fluctuations, as explained by Frost and
Ashby,[27] and Evans and Rawlings.[28]

The work hardening model must also consider kinetic
effects as the temperature is increased. This has been
done in the models by Bergstrøm and Hallén[29] and van
den Boogaard and Huétink[30] who introduced the
Zener-Hollomon parameter in the expressions for
dynamic recovery. These models assume that dislocation
climb is the rate controlling recovery mechanism, and
that diffusion of vacancies to dislocation cell walls
determines the average dislocation climb rate.

An additional complexity when dealing with plastic
straining of age-hardening aluminum alloys is that the
precipitate structure may change during deformation.
Since the precipitate structure evolves by diffusion
driven processes, this effect is particularly relevant at
relatively high temperatures and low strain rates, which
give fast reactions and long exposure times. A realistic
prediction of the plastic deformation then requires the
use of a numerical solution algorithm. This includes a
direct coupling between precipitation, yield strength,
and work hardening models as has been done in the
present work by the use of the NaMo model.[31,32] This
model will be briefly described in the following.

II. BRIEF OUTLINE OF THE NAMO MODEL

The symbols and units used throughout the paper are
defined in the Appendix. In the past, the relevant
structure-property relationships have been captured
mathematically in the combined precipitation, yield

strength, and work hardening model named the nanos-
tructure model (NaMo).[31,32] The main components of
NaMo are shown in Figure 1 together with a description
of the transfer of data between the different sub-models,
i.e., the precipitation model, the yield strength model,
and the work hardening model.
In the present paper, NaMo has been further devel-

oped and improved in two ways that makes the model
more flexible and relevant for industrial problem solv-
ing. Firstly, the model has been extended to include the
effect of strain rate and temperature on the yield stress.
Secondly, work hardening predictions, which were
restricted to room temperature deformations in the
previous version of the model, can now account for
temperature and strain rate effects through a corre-
sponding extension of the dynamic recovery mechanism.
Details of the underlying assumptions as well as a

description of the basic features of the model and the
solution algorithm used to capture the evolution of the
particle size distributions with time and temperature have
been reported elsewhere.[20,32–36] Hence, only a brief sum-
mary of the main constitutive equations is given below.

A. Precipitation Model

The precipitation model by Myhr and Grong[31,33,34] is
based on the Kampmann–Wagner formalism and is the
key component of NaMo. The main constituents of the
model are the following: (i) nucleation laws, which predict
the number of stable nuclei that form at each time step; (ii)
rate laws, which calculate either the dissolution or the
growth rate of particles within each discrete size class; (iii)
a continuity equation,which keeps a record of the amount
of solute being tied up as precipitates.
By combining the constituents (i), (ii), and (iii) of the

model, and a specially designed solution algorithm
based on a control volume formulation,[33,34] the particle
size distribution (PSD) can be calculated for each time
step of the thermomechanical processing history. In the
latest version of the model,[31] two individual PSDs are
included to represent the precipitate structure (i.e.,
clusters, and metastable b¢¢ and b¢ particles) as realistic
as possible in the simulations.

B. Yield Stress Model

An extract of the outputs from the precipitation
model is used to calculate the different contributions to
the yield strength ry as described by Myhr and
co-workers.[20,32,35] The strength contributions are
added linearly as follows:

ry ¼ ri þ rss þ rp þ rd: ½1�

Here, ri denotes the intrinsic yield strength of pure
aluminum, which to a reasonable approximation can be
set equal to 10 MPa.[19] rss, rp, and rd represent the
strength contributions from elements in solid solution,
hardening precipitates, and dislocations, respectively.
Note that, the justification of using Eq. [1] relies solely

on the fact that it has proved to work well in many other
situations,[20,31,32,34–38] because the assumption of linear
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additive strength contributions is just one of the several
possible options to choose from when calculating
ry.

[39–41]

1. Solid solution hardening
In NaMo, the contribution from elements in solid

solution to the yield stress, i.e., rss in Eq. [1], is
calculated as follows[20,31]:

rss ¼
X

i

kiC
2=3
i ; ½2�

where Ci is the concentration of a specific element in
solid solution and ki is the corresponding scaling factor
for the relevant elements with values given in Reference
31. For the elements Mg and Si, the solid solution
concentrations, i.e., CMg and CSi, vary during a heat
treatment depending on the volume fraction of clusters
and metastable particles. An increase of these volume
fractions is followed by a corresponding decrease of CMg

and CSi since elements are gradually removed from the
matrix when clusters and metastable particles are
formed. This is accounted for by the continuity equa-
tion, which is an integrated part of the precipitation
model.

2. Precipitation hardening
The strength contribution from particles is calculated

using the following relationship[19,20]:

rp ¼
M �F

bl
: ½3�

Here, M is the Taylor factor; b is the magnitude of
the Burgers vector; �F is the mean obstacle strength,
and l is the effective particle spacing in the slip plane
along the bending dislocation. Both �F and l are
explicitly defined by the particle size distribution as
explained in References 20 and 35, and Eq. [3]
therefore represents a direct coupling between the
precipitation model and the yield strength model as
illustrated in Figure 1.
Since NaMo contains two individual particle size

distributions, i.e., one for clusters, and one for
metastable b¢¢ and b¢ particles, two strength contribu-
tions are calculated, namely rp1 and rp2, representing
each of these distributions. The overall hardening from
particles is given by the following expression[31]:

rp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2p1 þ r2p2

q
: ½4�

In this equation, rp1 and rp2 are both calculated from
Eq. [3] using individual values for �F and l extracted from
each of the two particle size distributions as described in
more details in Reference 31.
The reason why the strength contributions rp1 and rp2

are added according to Eq. [4] is because the obstacles
responsible for these two contributions are comparable
with respect to strength. When this is the case, Eq. [4]
is usually recognized to be a more realistic way of
adding strength contributions than a simple linear
summation.[40]

Work hardening model

Yield stress model at RT

Yield stress model at T, 

Precipitation model

Unchanged

New

Modified

Unchanged

ε

Fig. 1—Coupling of the different sub-models in NaMo, and transfer of data between the sub-models. The symbols used in the figure are
explained in the Appendix.
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C. Work Hardening

The final term in Eq. [1], rd, represents the contribu-
tion from dislocations to the yield stress as calculated by
the work hardening model. The total dislocation density
q is assumed to be the sum of statistically stored
dislocations qs and geometrically necessary dislocations
qg, and their contribution to the yield stress, rd, is given
by the following equation[42]:

rd ¼ aMlb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qs þ qg

p
: ½5�

Here, a is a constant with a value close to 0.3, and l is
the shear modulus for which the temperature depen-
dence is accounted for through the following empirical
expression[43]:

l ¼ l0 1� T

Tm
exp hg 1� Tm

T

� �� �� �
: ½6�

Here, l0 is the shear modulus at 0 K; Tm is the melting
temperature of the material, and hg is a material
constant given in Table I.

Note that, qs and qg not only affect the flow stress
directly through Eq. [5], but also affect the precipitation
structure that forms since nucleation of metastable b¢
particles along dislocation lines takes place to an
increasing extent during aging when the dislocation
density increases.[44,45] In NaMo, this gradual transition
from matrix nucleation of b¢¢ particles to nucleation of
b¢ particles at dislocations with increasing qs is
accounted for through the back-coupling from the work
hardening model to the precipitation model as illus-
trated in Figure 1.[31]

1. Evolution equation for qs
The Kocks–Mecking relationship gives the evolution

of the statistically stored dislocations as follows[23,24]:

dqs
dep

¼ k1
ffiffiffiffiffi
qs

p � k2qs: ½7�

Here, k1 is a constant being characteristic for the
material under consideration, whereas the parameter k2
determines the rate of the dynamic recovery during
plastic deformation, and depends on the solute content
of the alloy.

Since dynamic recovery depends on temperature and
strain rate, k2 may be correlated with the Zener-Hol-
lomon parameter according to the model by Bergstrøm
and Hallén.[29] This model assumes that dislocation
climb is the dominant dynamic recovery mechanism,
and that diffusion of vacancies to dislocation cell walls is
the rate controlling reaction determining the average
dislocation climb rate. In the present work, the follow-
ing dynamic recovery expression, which is based on the
Bergstrøm model, is used[30]:

k2 ¼ k�2 1þ Zs

Z

� �m� �
; ½8�

where k�2, m, and Zs are constants. The Zener-Hol-
lomon parameter Z is given as

Z ¼ _ep exp
Qv

RT

� �
½9�

where R and T are the universal gas constant
(8.314 kJ/mol) and the absolute temperature in Kelvin,
respectively, while Qv is the activation energy for
vacancy diffusion which is close to 68.8 kJ/mol for
aluminum.[46]

The present version of NaMo contains a work
hardening model for Al-Mg-Si alloys that is valid for
plastic straining at room temperature, where the
Zener–Hollomon parameter is high, i.e., Z � Zs, and
thus k2 � k2

*. This model accounts for the effect of
elements in solid solution on the dynamic recovery in a
semi-empirical manner. According to this model, the
dynamic recovery at room temperature, corresponding
to k2

*, can be expressed as follows[32]:

k�2 ¼ k1
aMlb

k3 Cssð Þ
3
4

: ½10�

Here, k3 is a parameter governing the influence of
solutes on k2

*, and Css is an effective solid solution
concentration, which includes a weighted overall effect
of Mg and Si in solid solution on the dynamic recovery
rate based on experiments.[32] Since Css changes contin-
uously during a heat treatment as predicted by the
precipitation model of NaMo, it is evident that k2

*

changes correspondingly according to Eq. [10].
By combining Eqs. [8] and [10] we get

k2 ¼ k1
aMlb

k3 Cssð Þ
3
4

1þ Zs

Z

� �m� �
: ½11�

It is now convenient to introduce k02 corresponding to
k2 for a reference alloy at 0 K. The reference alloy has
an effective solid solution concentration Cr

ss and a
Zener-Hollomon parameter and shear modulus equal
to Z0 and l0, respectively, where index 0 means 0 K.
It follows from Eq. [9], that Z0 = ¥. If it is assumed
that the Taylor factor for the reference material is
equal to the one for the actual alloy, i.e., Mr ¼ M,
Eq. [11] can be simplified as follows:

k2 ¼ k02
l
l0

� �
Cr

ss

Css

� �3
4

1þ Zs

Z

� �m� �
: ½12�

Here, Css
r is a reference concentration used for scaling,

which has been set equal to 1.0 wt pct in the present
work. The selected values for k2

0 and Zs are given in
Table I, and the calibration of the parameters is
explained in Section IV.

2. Evolution equation for qg
According to Ashby,[47] the effectiveness of particles,

grain, or phase boundaries in causing dislocations to be
stored during plastic deformation is conveniently
described by the geometric slip distance kg. For alloys
containing non-shearable particles, this storage of dis-
locations is necessary to obtain compatibility of the two
phases during deformation. The present type of alloys
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may contain a significant volume fraction of particles
with a radius larger than the critical radius for the
transition between shearing and bypassing of particles
by dislocations, and these particles contribute to the
storing of geometrically necessary dislocations. By
applying the expressions derived for the geometric slip
distance of a homogeneous distribution of equiaxed
particles,[47] the following expression for kg for a particle
size distribution can be derived[32,34]:

kg ¼ 8
Xr¼1

r¼rc

r2i Ni

 !�1

: ½13�

Here, Ni is the number of particles per unit volume
within the size class ri, and rc is the critical radius for the
transition from shearing to bypassing of the particles by
dislocations.

Similarly as for statistically stored dislocations, the
evolution law for geometrically necessary dislocations
can be expressed by two terms, i.e., one for storing of
dislocations and one for dynamic recovery. The evolu-
tion law for qg given in Reference 32 can then be recast
in the following form:

dqg
dep

¼ k1g
kg

� k2gqg; ½14�

where k1g and k2g are material constants. By introduc-
ing a similar expression for the dynamic recovery as
was used for statistically stored dislocations in Eq. [8],
the effect of strain rate and temperature can be
included in k2g as follows:

k2g ¼ k02g
fo
fro

� �
1þ Zg

Z

� �m� �
: ½15�

Here, k2g
0 is the dynamic recovery constant for the

reference alloy, for which Z � Zg and fo = fo
r . In

Eq. [15], it is assumed that k2g is proportional to the
volume fraction of non-shearable particles fo, which can
be derived from the expressions given in Reference 33.
The values used for k2g

0 , fo
r , and Zg are given in Table I.

3. The net contribution from dislocation hardening rd
In the special case when the precipitate structure

remains constant during plastic deformation at the same
time as the plastic straining is carried out using constant
strain rate and temperature, the net contribution from
dislocation hardening rd can be calculated by a simple
analytical equation that is derived by integrating the
dislocation densities qs and qg from Eqs. [7] and [14],
respectively, and substituting the values into Eq. [5].
This gives the following expression:

rd ¼ aMlb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1
k2

� �2

1� exp � k2ep
2

� �� �2

þ k1g
kgk2g

� �
1� exp �k2gep

� �� �
s

½16�

In this expression, the effects of temperature and strain
rate are included in the dynamic recovery constants k2
and k2g, which both depend on temperature and strain
rate via the Zener-Hollomon parameter Z, see Eqs. [12]
and [15], respectively.
It is important to note that Eq. [16] cannot be used in

the general situation when the precipitate structure
evolves during the plastic deformation, or when the
strain rate or the temperature is not constant. In such
situations, the only way of calculating rd is numerically
with a stepwise increase in time, and where incremental
changes in the relevant solute and precipitate parameters
(i.e., Css, fo, and kg) are transferred to the work
hardening model for each time step. As shown in
Figure 1, there must also be a transfer of data in the
opposite direction for each time step, i.e., from the work
hardening model to the precipitation model, since the
nucleation laws embedded in the precipitation model
depend on the dislocation density, as described in
Reference 31.

D. Framework for Modeling the Relationship Between
Stress, Strain Rate, and Temperature

The applications of the previously developed yield
stress model of NaMo[20,31,35] have been restricted to
calculations of the flow stress ry at room temperature

Table I. Summary of Input Parameters Used in the Yield Strength and Work Hardening Models

Parameter Value Comments

b (m) 2.84 9 10�10 magnitude of Burgers vector
Cr

ss(wt pct) 1.0 chosen reference concentration
fr0 0.0109 from Ref. [32]
k1 (m�1) 4.0 9 108 from Ref. [32]
k1g(m

�1) 4.0 9 108 from Ref. [38]
k02 18.0 estimated value based on data from Ref. [32]
k02g 20.0 from Ref. [32]
k3 (N/m2wt pct3/4) 2.0 9 108 from Ref. [32]
M 3.1 magnitude of Taylor factor for a random texture
m 1/3 from Ref. [29]
Zg (s�1) 1.0 9 108 calibrated based on data for alloy A2 in initial T6-condition
Zs (s

�1) 1.0 9 105 calibrated based on data for alloy A1
a 0.30 from Ref. [42]
hg 2.295 from Ref. [53]
l0 (MPa) 2.71 9 104 from Ref. [53]
ri (MPa) 10 from Ref. [19]
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without considering the effect of strain rate. The
assumption that strain rate effects can be neglected at
room temperature has been confirmed by measurements
conducted for these types of alloys.[48,49]

1. Obstacle limited dislocation glide
In order to include the effects of temperature and

strain rate on the yield strength, a model based on
obstacle limited dislocation glide has been chosen. This
model is derived on the basis of the Orowan equation
which describes the relationship between the average
speed of the mobile dislocations and the strain rate, and
introduces the Gibbs free energy of cutting or bypassing
of barriers as a function of the applied stress.[27,50] The
resulting flow stress r can then be expressed as
follows[27,50]:

r ¼ r̂
l Tð Þ
l0

1� RT

DG
ln

_e0
_ep

� �� �1=q( )1=p

: ½17�

Here, r̂ can be considered as the yield stress at 0 K, i.e.,
when the barriers are overcome in the absence of any
thermal activation. DG is the total free energy corre-
sponding to the activation energy required to overcome
the obstacle without aid from external stresses. The
constants p and q depend on the spatial distribution and
shape of the obstacles.[27,50] Their values may vary
between the following boundaries,[27] i.e., 0 £ p £ 1 and
1 £ q £ 2, but the influence of their numerical value is
relatively small for sufficiently large DG-values.[27] In the
present work, p and q are assumed to be equal to 1 as a
reasonable approximation which has previously been
used for similar types of aluminum alloys.[51]

It follows from the derivation of Eq. [17] that the
reference strain rate _e0 is proportional to the mobile
dislocation density. As pointed out in Reference 27, _e0
can to a reasonable degree of accuracy be considered as
a constant for sufficiently large DG values. As will be
shown later, DG is indeed relatively large for the present
alloys, which justifies the use of a constant reference
strain rate _e0 for which a numerical value of 106 s�1 has
been adopted[27] as given in Table II.

2. Relationship between room-temperature yield stress
and yield stress at 0 K

The next step is to couple the previously developed
room-temperature yield stress model to the new yield
stress model that includes the effect of temperature and
strain rate. This can readily be done by inserting the

room temperature in Kelvin, Tr ¼ 298 K, and the
representative strain rate _er ¼ 10�4s�1 that was used
when calibrating the RT yield stress model into Eq. [17].
If ry denotes the resulting flow stress at room temper-
ature, Eq. [17] gives

ry ¼ r̂
l Trð Þ
l0

1� RTr

DG
ln

_e0
_er

� �� �1=q( )1=p

½18�

which can be expressed as

ry ¼ c1r̂ ½19�

Thus, the constant c1 is given as follows:

c1 ¼
l Trð Þ
l0

1� RTr

DG
ln

_e0
_er

� �� �1=q( )1=p

½20�

By inserting the calibrated DG value from Table II,
Eq. [20] gives c1 = 0.83. Even though the value of the
representative strain rate _er used to estimate c1 is not
exact, as different strain rates were used in the previous
calibration of the RT yield stress model, this is not
critical for the resulting value of c1 because _er enters a
logarithmic term in Eq. [20].
When an estimated value of c1 has been established,

Eq. [19] can be used to convert the yield stress at room
temperature, ry, to a corresponding yield stress at 0 K,
r̂, and then this value can be substituted into Eq. [17] to
get the temperature and strain rate dependent flow stress
r, as illustrated in Figure 1.

III. EXPERIMENTAL

The experiments referred to in the present investiga-
tion were conducted on three different alloys with
chemical composition as shown in Table III. Each of
these alloys has been processed, heat-treated, and tested

Table II. Summary of Adjustable Parameter Values in the Model for Obstacle Limited Dislocation Glide

Parameter Value Comments

c1 0.83 calculated from Eq. [20]
p 1 reasonable value for Al-Mg-Si alloys[51]

q 1 reasonable value for Al-Mg-Si alloys[51]

Tr (K) 293 temperature used when calibrating the RT-model
_e0 (s�1) 106 from Ref. [27]
_er (s

�1) 10�4 typical strain rate used in previous experiments to calibrate the RT yield stress model
DG (kJ/mol) 300 calculated using data for alloy A1

Table III. Chemical Composition of Alloys Used for
Calibration and Validation of the Model (Weight Percent)

Alloy Si Mg Cu Mn Fe Cr Al

A1 (6082) 0.76 0.80 0.24 0.56 0.20 0.16 balance
A2 (6060) 0.44 0.43 0.02 0.03 0.23 0.006 balance
A3 (6082) 1.28 0.62 0.09 0.49 0.18 0.14 balance
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differently to obtain a broad range of precipitate
structures, testing temperatures and strain rates, as
summarized in Table IV. The alloys were delivered by
Hydro Aluminium, but in different conditions as
explained in the following.

A. Processing and Testing of Alloys

1. Alloy A1
A detailed description of the processing, heat treat-

ment, and testing of alloy A1 is given in the References
49 and 51 through 53. Briefly, the alloy was delivered in
the cast and homogenized condition, from which cylin-
drical tensile specimens with 3 mm diameter in the
minimum cross section were prepared along the axis of
the cylindrical billet. The alloy was tested in this
condition to avoid anisotropy, which inevitably will
result from an extrusion process. Note that, the initial
condition of alloy A1 is called W in the present work,
even though this may not be strictly correct according to
the Aluminium Association designation system, since
the alloy was not subjected to any forming operations
prior to the testing.

The experimental program involved tension tests at
different strain rates and temperatures. The strain rate
varied between 0.01 and 750 s�1, and the temperature
between 20 �C and 350 �C. The tests were carried out
after about 6 months storing at room temperature. The
tests at low and moderate strain rates, i.e., from 0.01 to
1 s�1, were carried out in a Zwick–Roell testing
machine, while the tests at higher strain rates were
carried out using a split-Hopkinson tension bar
system.[52,53]

2. Alloy A2
References 48 and 54 give an outline of how alloy A2

was processed, heat-treated and tested. Extruded pro-
files with a thickness of 1.8 mm were cut into dog-
bone-shaped test specimens with a 30-mm-straight and a
8-mm-wide central section. The length direction of the
samples was parallel to the extrusion direction. The
samples were then solution heat-treated, water
quenched, and artificially aged to peak strength (T6)
condition by aging for 9 hours at 170 �C. The elonga-
tion of a 10-mm–long section was measured by an
extensometer during the Gleeble tests, which were
carried out using the sample geometry described above,
and with a thermocouple spot welded to the mid-posi-
tion in order to control that the temperature follows the
pre-set thermal program.

The Gleeble testing of each sample was carried out
in two successive thermomechanical cycles in order to
compare the material response of the alloy in two

different initial conditions, i.e., artificially aged to peak
strength (T6), and as-solution heat-treated (W), respec-
tively. In the first cycle, the T6-samples were heated to
the test temperature with a heating rate of about
30 �C/s. A strain rate of 10�3 s�1 was imposed to the
sample as soon as the prescribed test temperature was
reached. After about 6 pct plastic deformation, the
straining was interrupted and a separate solution heat
treatment at 540 �C for 10 seconds holding time was
enforced to the sample. The heating and cooling rates
used for this solution heat treatment cycle were
approximately 30 and 50 �C/s, respectively. During
this thermal cycle, the samples were free to move in the
grips to avoid deformation due to thermal expansion
and contraction.
The intention of imposing this intermediate heating

cycle was to obtain a full solution heat treatment of the
alloy and to keep Mg and Si in solution by a rapid
cooling. At the same time, the dislocation hardening
contribution was intended reset to a low level by
recovery and recrystallization reactions, which are very
fast at 540 �C. In this way, the temper of the alloy can be
considered to correspond closely to the as-solution
heat-treated W-condition at the start of the second
thermomechanical cycle.
The second thermomechanical cycle was then carried

out for the samples in the initial W-condition similarly
as the one for the initial T6-condition, i.e., by imposing
a constant strain rate to the Gleeble sample as soon as
the prescribed temperature was reached.

3. Alloy A3
Cast aluminum billets were homogenized at 575 �C

for about 2 hours and extruded to flat profiles with cross
section 150 mm 9 5 mm followed by water quenching.
Dogbone-shaped test samples were prepared with the
tensile axis parallel to the extrusion direction, and with a
30-mm-straight central section with 6 mm width in the
transverse direction and 5 mm thickness in the direction
normal to the surface of the profile corresponding to the
profile thickness. After preparation, the samples were
solution heat-treated at 540 �C for 30 minutes followed
by water quenching prior to artificial aging at 160 �C for
10 hours to achieve the desired maximum strength
corresponding to the T6-condition.
Gleeble experiments were carried out similarly as for

Alloy 2 described above, with testing of the material in
the initial T6-condition first, followed by an intermedi-
ate solution heat treatment at 540 �C for 10 seconds to
obtain W-temper condition prior to the second testing
cycle at different temperatures. Three different strain
rates were used in the experiments, namely 10�5, 10�4,
and 10�3 s�1.

Table IV. Range in Temperatures and Strain Rates Used in the Tests

Alloy Initial Condition T (�C) _e (s�1) Tests and References

A1 (6082) homogenized 20 to 350 10�2 to 1 tension tests[49,53]

1 to 750 split-Hopkinson tension bar system[52,53]

A2 (6060) W, T6 20 to 340 10�3 to 10�2 Gleeble[48,54]

A3 (6082) W, T6 20 to 290 10�5 to 10�3 Gleeble
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IV. THE STABILITY OF THE PRECIPITATE
STRUCTURE

The precipitation model is a key component of NaMo
since the outputs from this model are inputs to the
integrated yield strength and work hardening models as
described in Figure 1. This allows the full stress–strain
curve to be calculated for different alloy compositions
and thermal treatments. It is obvious that calculations
of these mechanical properties rely on accurate predic-
tions by the precipitation model. The model has been
developed to a stage where it seems to capture many of
the complex reactions that are associated with thermo-
mechanical processing of Al-Mg-Si alloys, and it has
previously been validated by comparison with experi-
mental microstructure data obtained from transmission
electron microscope (TEM) examinations covering a
broad range of experimental conditions. The TEM
validations include the effect of various aging and
reheating cycles for different alloy compositions,[20]

and the effect of rapid heating and cooling cycles as
experienced in the heat-affected zone during welding.[35]

A. Comparison of Measured and Predicted Precipitate
Structure Parameters

An example of the predictive capability of the
precipitation model is shown in Figure 2, where TEM
bright field images are presented after various heat
treatments of an Al-Mg-Si alloy containing 0.82 wt pct
Si and 0.55 wt pct Mg. A detailed description of the
alloy and the processing conditions is given in Reference
35. Figure 2(a) shows TEM bright field images after
5 hours at 185 �C corresponding to the T6 condition,
and after subsequent heating to 315 �C (Figure 2(b))
and 390 �C (Figure 2(c)), respectively, with 10 seconds
holding time for both temperatures. In Figure 2(d),
precipitate parameters obtained from a statistical anal-
ysis of the TEM images are compared with correspond-
ing parameters calculated by the precipitation model in
NaMo. From this figure, it is evident that the particle
number density drops by about two orders of magni-
tudes when the T6 heat-treated material is reheated to
390 �C. At the same time, there is a coarsening of the
precipitate structure as the mean particle size in terms of
the equivalent spherical radius of the particles, increases
from about 4nm to 17nm. As can be seen, the overall
agreement between predictions by the precipitation
model and measurements is good for all the heat
treatments presented in the figure.

B. Boundaries Between
Stable and Non-stable Precipitate Structures

As explained in the previous sections, the stability of
the precipitate structure determines which solution that
should be used to calculate the stress–strain response
during thermomechanical processing. A stable precipi-
tate structure allows for the use of simple analytical
solutions, while a non-stable precipitate structure
requires the use of more complex numerical solution
algorithms with continuous updates of the precipitate

structure as input to the yield strength and work
hardening models for each timestep of the simulation
like the one outlined in Figure 1.
The selection of the most appropriate solution algo-

rithm therefore requires that the combinations of
temperature and time where the precipitates remain
essentially stable during a thermomechanical process are
known. This depends on the state of the precipitate
structure at the start of the process because the rate at
which a precipitate structure decomposes and trans-
forms by diffusion driven reactions depends on the
initial solid solution level as well as the particle size
distribution of the different metastable phases.
In order to predict the boundaries between stable and

non-stable precipitate structures, a systematic series of
simulations using the complete NaMo model was
undertaken. In these simulations, the precipitate struc-
ture at the start of an assumed tensile test was first
simulated for two different aging heat treatments
corresponding to the solution heat-treated (W) and the
peak aged (T6) conditions, respectively. In all simula-
tions, the alloy composition was fixed to the one for
alloy A2 in Table III. From each of these two starting
conditions, isothermal heat treatments at different
temperatures were run by NaMo, and the results were
subsequently analyzed in order to detect when the
precipitate structure started to deviate significantly from
the initial structure at the start of the isothermal heat
treatment. This deviation in precipitate structure will be
reflected in a corresponding change in the flow stress as
predicted by the yield stress model of NaMo, and the
boundary between a stable and non-stable structure was
defined as the temperature-time combination that gives
a 5 pct deviation (positive or negative) in the yield stress
compared with the initial value.
Figure 3 shows the calculated boundaries between

stable and non-stable precipitate structures based on
these simulations. To the left of the boundaries, the
precipitate structures are essentially unchanged com-
pared with the starting condition, while they have
changed compared with the starting conditions at the
right-hand side of the boundaries. It is evident from the
figure that the shape and location of the two boundaries
are significantly affected by the initial condition. Hence,
for the T6-condition, the structural changes occur fast at
high temperatures. This is because this structure con-
tains metastable particles after the T6-heat treatment,
and these particles start to dissolve when the tempera-
ture is increased. For instance, at 300 �C, it takes about
0.1 seconds before a 5 pct deviation is observed in the
simulations since the smaller particles of the distribu-
tions dissolve very fast at this temperature. For the
W-temper, the corresponding time at 300 �C is about
15 seconds, because this structure contains only ele-
ments in solid solution from the start. The decomposi-
tion of the solid solution requires that particles form by
nucleation, which is a slower process at this temperature
than the corresponding dissolution reaction, which is the
dominant reaction for the T6-condition.
At 240 �C, the two curves intercept, and below this

temperature, the W-condition is the less stable of the
two conditions in the sense that it takes shorter time to
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reach a 5 pct deviation in properties compared with the
T6-condition. Again, this is due to the difference
between the rate controlling reactions for the two

conditions. At relatively low temperatures, nucleation
is faster than the dominating reactions for the existing
particle size distributions in the T6-condition, which are
dissolution and growth reactions.
In Figures 4(a) and (b), the experiments conducted

for each of the three alloys A1, A2, and A3 are collected
with respect to applied temperatures and holding times
for the initial conditions W and T6, respectively. It is
evident that the precipitate structures are essentially
stable for most of the tests, as the symbols are mainly
located at the left-hand side of the two boundaries. For
alloy A1, some of the symbols in Figure 4(a) are located
to the right of the boundary, indicating a
non-stable structure. It is, however, more likely that
also these symbols represent stable structures, since
alloy A1 was not given a separate solution heat
treatment after homogenization. This means that the
vacancy and solid solution concentrations are probably
lower than what have been assumed in the simulations,
and the rates of the precipitation reactions are therefore
likely to be overestimated. Hence, only one symbol in
Figure 4(a) and three symbols in Figure 4(b) are clearly
on the right-hand side of the boundaries indicating a
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non-stable precipitate structure, and these will be
discussed later in Section V.

Even though the selected alloy composition used to
predict the boundaries in Figure 3 corresponds to alloy
A2, similar simulations carried out for various Al-Mg-Si
alloys indicate that the boundaries are relatively insen-
sitive to composition and they can therefore be used to a
first approximation also for other alloys like A1 and A3
in the present investigation. Another simplification used
to estimate the boundaries in Figures 3 and 4 is that no
evolution of dislocation structures was considered in the
simulations. Accordingly, the back-coupling from the
work hardening model to the precipitation model,
shown in Figure 1, is not accounted for in Figure 3.
This is however deemed to have minor influence on the
resulting location of the boundaries for the T6-condition
where a precipitate structure exists at the start, but it can
have some influence on the predicted boundary for the
W-condition, for which precipitation of b¢ particles on
dislocations that form during the plastic deformation is
possible.

V. CALIBRATION AND VALIDATION
OF MODEL

A. Stable Precipitate Structure

1. No work hardening
The first step is to calibrate the model for small plastic

strains when the work hardening can be ignored. This
reduces the number of adjustable parameters since r̂ can
be assumed to be constant if the dislocation density does
not increase significantly by work hardening and the
time for completing the tensile test is short enough to
avoid a significant evolution of the precipitate structure.
The activation energy DG was estimated based on

measured data for small plastic strains by rearranging
Eq. [17], and substitute ry for r̂ from Eq. [19], which
gives

1

RT
c1

r
ry

l0
l Tð Þ � 1

� �
¼ 1

DG
ln _ep � ln _e0
� �

½21�

From Eq. [21], it follows that a plot of the left-hand
expression vs ln _ep gives a straight line with slope 1/DG.
This requires that the constant c1 is known. Since this
constant depends on DG according to Eq. [21], an
iteration procedure is required to determine the value of
this constant. A reasonable value of DG must first be
guessed upon as a basis for estimating an initial c1-value.
Then a new plot of Eq. [21] can be made from which an
updated DG-value is obtained and so forth. This
procedure was used for the experimental data available
for alloy A1, and gave c1 equal to 0.83. This has been
used for the plots in Figure 5. The symbols represent
tensile yield stresses recorded at a plastic strain of 0.01,
which is assumed sufficiently small to justify ignoring
work hardening in the calculations.
The experimental data plotted in Figure 5 do not

show any clear evidence of one common DG-value that
represents all the temperatures, since the slope of the
curves varies. Furthermore, the fact that the curves are
displaced along the vertical direction may indicate that
the reference strain rate _e0 is not constant in these tests,
but varies with temperature. However, to keep the
model as simple as possible, these parameters were kept
constant for all simulations in the present work. The
simulation results presented in the following sections
indicate that this is a reasonable approximation.
From the slope of each line in Figure 5, the corre-

sponding DG-values were estimated to vary between a
lower value of approximately 200 kJ/mol for the 350 �C
line, to an upper value of about 300 kJ/mol representing
the average slope of the other lines in the diagram. These
DG-values can alternatively be expressed as 0.53 and
0.80 l0b

3, respectively, which agree well with literature
data for medium strength obstacles, for which DG
typically varies between 0.2 and 1.0 l0b

3 according to
Frost and Ashby.[27] In the present modeling, the
DG-value of 300 kJ/mol was chosen since this value
gave a better overall fit between modeling results and
measurements than a lower DG-value.
After calibration of DG, all the adjustable parameters

in Eq. [17] are known and summarized in Table II. This
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allows calculations of the flow stress as a function of
temperature and strain rate for small plastic strains
when the work hardening can be ignored. Figure 6
shows a comparison between modeling results and
measurements for the same experiments as presented
in Figure 5, i.e., alloy A1 subjected to strain rates
between 0.01 and 750 s�1, temperatures between 20 �C
and 350 �C, and a plastic strain of 0.01. From the figure,
it is evident that the agreement between calculations and
measurements is good for most of the strain rate and
temperature combinations covered by the experiments.
It may be surprising to find that the experimental data
for 250 �C show the worst match with the model, even
though the DG value for this temperature, as obtained
from Figure 5, corresponds almost perfectly with the
selected DG value of 300 kJ/mol. For this temperature, a
higher reference strain rate _e0 than the selected value of
106 s�1 would have given a better agreement between
calculations and measurements.

Even though the measurements in Figure 6 consist of
single data points without any associated statistics, the
trends seem consistent with respect to both strain rate
and temperature. An indication of the expected scatter
of the measurements can be seen from the tests at strain
rates in the range between 200 and 700 s�1 where pairs
of samples were tested under identical conditions to
examine the repeatability. Even though the resulting
strain rates are not identical for these pairs of experi-
ments, they are sufficiently similar to be compared. The
maximum deviation is found for the tests carried out at
250 �C, for which the difference in stress between the
two samples is 8 MPa.

2. Including work hardening for a stabile precipitate
structure

By increasing the plastic strain, the strength contri-
bution from work hardening, rd, cannot be ignored as in
the previous section, but must be included in the
calculations. Again, alloy A1 is a good alloy for
calibration, since the precipitate model described previ-
ously predicts that the precipitates can be considered
stable during the testing at the different temperatures.

This is because the relatively high strain rates used in the
experiments give correspondingly short exposure times
for the alloy at the elevated temperatures.
Another simplifying assumption for the present cal-

ibration using alloy A1 is that only statistically stored
dislocations can be assumed to contribute to the
observed work hardening behavior. This is because the
number density of non-shearable particles is very low in
the as-cast and homogenized condition, which in turn
leads to a large geometric slip distance kg and a
correspondingly low qg according to Eq. [14].
Due to the above assumptions, which are related to

the precipitate structure of alloy A1, Eq. [16] can be
applied in a very simple form corresponding to the
well-known Voce equation, since the second term inside
the square root, expressing qg, can be ignored. The only
unknown parameters needed to calculate rd in Eq. [16]
are therefore the parameters related to the dynamic
recovery constant k2 as expressed by Eq. [12]. These
parameters are k2

0, Zs and m, where the value for the
latter parameter has been set to 1/3, in agreement with
the original Bergstrøm model.[29] The value for k2

0 is
estimated to 18.0 from Reference 32.
The remaining unknown parameter Zs in Eq. [12] was

determined as the best fit value for the calculated
stress–strain curves in Figure 7 when they were com-
pared with the measured data. The best fit value was
Zs ¼ 1:0 � 105s�1. Figure 7 shows a comparison
between measured and calculated stress–strain curves
for alloy A1 for three different temperatures, i.e., 20 �C,
250 �C, and 350 �C, and the two extreme strain rates
used in the experiments, i.e., 0.01 and 750 s�1, respec-
tively. A closer inspection of the figure reveals that the
agreement between calculations and measurements is
good, and that the work hardening is reasonably well
captured by the model even though there are some
deviations. Some of the deviations can probably be
ascribed to the fact that the model ignores stage IV work
hardening, which is expected to give inaccurate model-
ing results at large strains.
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B. Dynamic Evolution of the Precipitate Structure
During Plastic Straining

Until now, it has been assumed that the precipitate
structure remains unchanged during the plastic strain-
ing. With increasing temperature and decreasing strain
rate, this assumption will eventually be violated, and the
precipitate structure will change significantly during the
straining. The modeling then becomes more complicated
than for a stable precipitate structure. A solution
algorithm is then required where the evolution of the
precipitate structure must be calculated for each time
step, and the instantaneous precipitation parameters
must be transferred to the yield stress and work
hardening model as illustrated in Figure 1.

1. No work hardening
Also in situations where the precipitate structure

evolves during the deformation, it is less complicated to
consider small plastic strains first when the work
hardening can be ignored. This is done in Figure 8,
which shows the flow stress for a plastic strain of 0.001
(i.e., 0.1 pct) for alloy A3 as a function of the deforma-
tion temperature. The different curves and symbols in
the figure represent three different strain rates, i.e., 10�3,
10�4, and 10�5 s�1. The simulation results presented in
the figure were carried out by first predicting the
precipitate structure for the alloy after the initial T6
heat treatment as specified previously in the experimen-
tal section. The predicted precipitate structure in the
T6-condition was used as a starting point for the
simulations of the evolution of the precipitate structure
during the period of plastic straining at various temper-
atures. The total holding time at each temperature
corresponds to 0:001=_ep, i.e., 1, 10, and 100 seconds for
strain rates of 10�3, 10�4, and 10�5 s�1, respectively,
which were the strain rates used in the tests. Figure 8(a)
shows the calculated flow stress r as a function of the
deformation temperature for each of the three strain

rates. In these simulations, r was calculated from
Eq. [17] based on the room-temperature yield stress ry
that the model predicts for the precipitate structure at
the end of each deformation, and by using Eq. [19] to
convert ry to r̂. As expected, the calculated stress
decreases with increasing temperature and decreasing
strain rate, which follows directly from Eq. [17]. The
figure also shows the results of the calculations when
assuming that the precipitate structure remains
unchanged until the end of the deformation. It is
evident that this assumption does not affect the results
at low temperatures where the reactions are too slow to
give any significant change of the precipitate structure.
However, the inaccuracy resulting from the simplified
assumption of a stable precipitate structure becomes
gradually more severe with increasing temperatures
above about 230 �C, as shown by the difference between
the broken and solid lines in the figure.
Figure 8(b) shows a comparison between modeling

results and measurements. Despite some deviations, it is
evident that the model captures the main trends of the
experiments. As shown in Figure 8(c), it is also obvious
that the more complex solution, which accounts for the
evolution of the precipitate structure during the defor-
mation, gives better agreement with the test results than
the simplified solution assuming a stable precipitate
structure.
The predicted curves in Figure 8 show a complex

shape above the temperature where the precipitate
structure becomes non-stable during the time it takes
to conduct the tensile tests. For example, the curve for
the strain rate of 10�4 s�1, which is located in between
the two curves representing 10�5 and 10�3 s�1 at low
temperatures, intercept both these curves at tempera-
tures above 230 �C as can be clearly seen in Figure 8(b).
The reason for this intricate material response can be
understood when considering the evolution of the
room-temperature yield stress ry defined in Eq. [1]
during the exposure time at different temperatures. This
is shown in Figure 9, where the evolution of ry is plotted
as a function of the holding time at different tempera-
tures. Here, the initial values of ry are lower than the
indicated T6 strength. This is because the precipitate
structure evolves during the heating, resulting in a lower
ry than the T6 strength when the deformation temper-
ature is approached. Some of the curves, like the one for
T = 300 �C, show a complex behavior, where ry varies
from periods with decreasing to periods with increasing
values, which is due to corresponding variation pre-
dicted by the precipitate model. It is obvious that this
variation of ry can explain the interception of the curves
with different strain rates as shown in Figures 8(a) and
(b). This is because the different strain rates associated
with each curve are directly related to the time axis in
Figure 9 through the relationship t ¼ ep=_ep.

2. Including work hardening for a non-stable
precipitate structure
Finally, the most complex situation is considered, i.e.,

an alloy where the precipitate structure evolves during
the plastic deformation at the same time as the plastic
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strain is large enough to give a significant work
hardening. The results from such simulations are com-
pared with measurements for alloy A2 in Figure 10. The
simulation results in this figure are based on two
different initial precipitate structures, corresponding to
the as-solution heat-treated (W) and the peak aged (T6)
conditions. In the W-condition, the simulations started
with cooling from the solid solution temperature, which
was the starting point for the following simulations at
the different deformation temperatures. For the T6-con-
dition, the simulations started as for the W-condition,
but included heating to the artificial aging temperature
of 170 �C, and holding at this temperature until NaMo
predicted a peak in the yield strength. The precipitate
structure for the predicted T6-strength was the starting
point for the subsequent simulations of the tensile
behavior at different temperatures and strain rates.
Figure 10(a) shows a comparison between predicted

and measured tensile curves at 20 �C for the initial T6-
and W-conditions, respectively. In the simulations, a
sudden jump in the strain rate from 0.001 to 0.01 s�1 is
imposed at a strain of approximately 0.04. The effect of
this strain rate increase is not possible to distinguish
neither in the experimental data nor in the modeling
results for the 20 �C case. This is different when testing
at higher temperatures for the initial T6-condition,
where both measurements and predictions show a
pronounced increase of the imposed stress at the onset
of the strain rate jump, as is evident from Figures 10(b),
(c), and (d). For the W-condition, the effect of a sudden
increase in the strain rate is significantly smaller than for
the T6-condition, and the effect can hardly be seen
except for the curves in Figure 10(d) corresponding to
340 �C. The reason for this difference between the T6-
and W-conditions with respect to the jump in strain rate
is the difference in the dynamic recovery response
between these two conditions, as will be further dis-
cussed below.
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Even though there are some deviations, the overall
agreement between simulation results and measure-
ments in Figure 10 is reasonable. This is particularly
the case when taking into consideration that no tuning
of the input parameters has been done, as the only
inputs to the simulations are the chemical composition
and the thermomechanical processing history.
The deviations between model simulations and mea-

surements that are observed for some of the stress–strain
curves in Figure 10 are most likely due to inaccurate
predictions by the precipitation model. Even though the
precipitation model usually gives quite accurate predic-
tions,[20,35] it is demanding to predict the precipitate
structure after an aging heat treatment followed by
reheating to a specific temperature as has been done in
the model simulations in Figure 10. It is obvious that
the accuracy of the predicted stress–strain curves
depends critically on the outputs from the precipitation
model. A under- or overestimation of the predicted
particle number density will for example lead to a
corresponding under- or overestimation of the yield
stress.
For some of the results presented in Figure 10, the

precipitate structure remains unchanged during the
tensile test. Still, it is not possible to use the analytical
solution presented above to calculate the resulting
strain, since the contribution from work hardening
cannot be calculated from Eq. [16] when the strain rate
or the temperature varies during the tensile test.
An example of the possible error that can be

introduced by assuming a constant precipitate structure
when the structure evolves during the tensile test is
shown in Figure 11(a). The example is the same as
shown previously for the initial W-condition in
Figure 10(c), but in Figure 11(a) an additional calcula-
tion has been carried out using the simplified solution
expressed by Eq. [16] to calculate rd. In the simplified
calculation, rp and rss in Eq. [1] are assumed to remain
constant with their initial values throughout the tensile
test. It is evident from Figure 11(a) that the error
introduced by this simplification is severe since the
predicted stress is 59 MPa for the simplified solution at
a strain of 0.07, compared to a measured value of
93 MPa. The corresponding yield stress when account-
ing for the evolution of the precipitate structure is
83 MPa, which is a significantly better estimate.
Figure 11(b) shows how the different contributions to
the room-temperature yield stress evolve as a function of
the plastic strain. A closer inspection of the figure reveals
that rp increases from 0 to 40 MPa when the plastic
strain increases from 0 to 0.07. This strength increase is

(c) 

(d) 

0

50

100

150

200

250

300

0 0.02 0.04 0.06 0.08 0.1

St
re

ss
(M

Pa
)

Strain

T6-calculated
T6-measured
W-calculated
W-measured

Alloy A2
T=250oC

0

50

100

150

200

250

300

0 0.02 0.04 0.06 0.08 0.1

St
re

ss
(M

Pa
)

Strain

T6-calculated
T6-measured
W-calculated
W-measured

Alloy A2
T=340oC

(a) 

(b) 

0

50

100

150

200

250

300

0 0.02 0.04 0.06 0.08 0.1

St
re

ss
(M

Pa
)

Strain

T6-calculated

T6-measured

W-calculated

W-measured

Alloy A2
T=20oC

0

50

100

150

200

250

300

0 0.02 0.04 0.06 0.08 0.1

St
re

ss
(M

Pa
)

Strain

T6-calculated
T6-measured
W-calculated
W-measured

Alloy A2
T=150oC
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disregarded in the simplified solution that assumes that
the precipitate structure is unchanged from start to the
end of the tensile test. Hence, it is evident that in the
present case, the severe underestimation of the applied
stress that the simplified solution provides is mainly
caused by ignoring rp.

Finally, an example of predictions of the evolution of
the dislocation density during tensile testing is shown in
Figure 12. The predictions are based on the test pre-
sented in Figure 10(c) where alloy A2 was subjected to
an imposed tensile loading at 250 �C with an initial
strain rate of 0.001 s�1. The figure shows the gradual
increase in the densities of geometrically necessary
dislocations (qg) and statistically stored dislocations
(qs) when the strain increases. The initial conditions are
T6 and W in Figures 12(a) and (b), respectively.

The dislocation density curves are clearly different in
Figures 12(a) and (b). In Figure 12(a), qg dominates at
small plastic strains due to the presence of a relatively
large volume fraction of non-shearable particles in the

initial T6-condition. At larger strains, qs dominates. The
interception of the two curves is closely related to the
slip distances kg and 1=

ffiffiffiffiffi
qs

p
for geometrically necessary

and statistically stored dislocations, respectively. kg may
increase or decrease during the plastic straining, while
1=

ffiffiffiffiffi
qs

p
usually decreases with increasing plastic strain.

This may lead to a shift from a plastic strain region
characterized by the presence of predominantly geomet-
rically necessary dislocations to a region with mainly
statistically stored dislocations, which is typical for
alloys containing non-shearable particles.[47]

Figure 12(b) shows corresponding dislocation den-
sity-strain curves for the same alloy in the initial
W-condition. The most evident difference from the
curves in Figure 12(a) is that statistically stored dislo-
cations dominate over the whole range of plastic strains.
This is due to a low volume fraction of non-shearable
particles in the as-solution heat-treated W-condition.
The results in Figure 12 also illustrate the effect of a

jump in the strain rate during the tensile test. As
indicated in the figures, the plastic strain rate was
suddenly increased by a factor 10 to 0.01 s�1 at a strain
of 0.03. For the alloy in the initial T6-condition in
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Figure 12(a), this jump in strain rate is clearly reflected
in the simulation results, which show a corresponding
sudden increase in the slopes of the curves at this critical
strain. The reason for the rapid increase in the storing
rate of dislocations when the strain rate is increased, is a
corresponding shortening of the time available for
dynamic recovery, as expressed by k2 and k2g in
Eqs. [12] and [15], respectively.

For the initial W-condition shown in Figure 12(b), no
pronounced change in the slope of the dislocation
density curves can be observed at the transition between
slow and fast strain rate, which is consistent with the
measured tensile curves in Figure 10(c). The reason why
the W-condition is insensitive to the abrupt increase in
strain rate is a relatively weak influence of the strain rate
on k2 and k2g for this specific combination of particle
structure and solid solution concentrations as calculated
by the precipitation model.

C. Accuracy of the Simulations

1. Overall agreement between simulation results
and measurements

In order to quantify the predictive power of the new
version of the NaMo model presented in this work, a
statistical analysis was performed where the relative
deviation between predicted and measured values was
calculated for all alloys and testing conditions. The
results are shown in Figure 13, from which it is evident
that the stress data tend to spread evenly on each side of
the 45 deg line defining the expected (mean) values in
the plot. Assuming that the observed spread of the data
is normally distributed around this mean, a 68 pct
confidence interval of ± 17.3 pct is obtained for the
entire population (equal to ± 1 SD).

2. Adjustable parameters used in the model
In the new NaMo version, several parameters have

been introduced related to the models for obstacle
limited dislocation glide and work hardening. For the
former model, some evaluations of the reliability of the
chosen values for c1, DG, _e0, p and q were given in
previous sections, without any detailed quantitative
analysis on the combined effect of these parameters on
the resulting flow stress, which is beyond the scope of
the present work.

For the modified work hardening model, the param-
eters that have been introduced are related to dynamic
recovery of statistically stored and geometrically neces-
sary dislocations as given by Eqs. [12] and [15],
respectively. The corresponding parameters that have
been calibrated are Zs and Zg in Eqs. [12] and [15],
respectively. The former parameter is deemed quite
accurate since there are several experimental stress–
strain curves available for alloy A1 that are relevant for
its calibration. This is in contrast to the estimated
Zg-value, which is associated with more uncertainty
since only a few of the experimental stress–strain curves
in the present study are relevant for calibration of this
parameter. This is because calibration of Zg requires
materials with a significant amount of large

non-shearable particles that form geometrically neces-
sary dislocations during tensile testing. The precipitation
model predicts that only a few of the materials in the
present study contain substantial amounts of large
non-shearable particles at the start of the tensile testing.
Since the Zg value is more uncertain than the

corresponding Zs value, this means that the calculated
curves for geometrically necessary dislocations in
Figure 12 are expected to be more uncertain than the
corresponding curves for statistically stored dislocations
in the same figure.

VI. CONCLUSIONS

The main conclusions that can be drawn from this
investigation are as follows:

1. A framework for modeling the relationship between
stress, strain, strain rate, and temperature in
age-hardening Al-Mg-Si alloys has been presented.
It is shown that the stability of the precipitate
structure must be given due attention in the
analysis, and that analytical solutions can be used
if the precipitate structure remains essentially
unchanged during the plastic deformation.

2. In the article, the boundaries between stable and
non-stable precipitate structures have been derived
for two different initial conditions, i.e., peak aged
(T6) and as-solution heat-treated (W).

3. If the precipitate structure changes during the
plastic straining, the numerical model (NaMo)
outlined in the present article, is required with a
full coupling between precipitation, yield strength,
and work hardening calculations for each time step
of the simulation.

4. The predictive capability of the model is good, as
verified by comparisons between simulation results
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and measurements for three different alloys sub-
jected to temperatures between 20 �C and 350 �C,
and strain rates ranging from 10�6 to 750 s�1.

5. Finally, it is concluded that the combined precip-
itation, yield strength, and work hardening model
outlined above provide a powerful tool for different
industrial problems ranging from predictions of
thermal stability and creep behavior of alloys, to
energy absorption at high strain rates at various
temperatures.

VII. FUTURE WORK

The new version of the NaMo model presented in the
present study represents a complete thermomechanical
simulation model for Al-Mg-Si alloys. From the com-
parison between simulation results and measurements in
present and previous works, it seems like the precipita-
tion model represents the most critical part when it
comes to accuracy of the simulations. This is not
surprising considering the complexity of the precipita-
tion sequence in this type of alloys, with interactions
between several metastable phases, dislocation struc-
tures, and vacancies. Hence, a main goal for future work
will be to develop further the precipitation model by
including multi-component thermodynamic databases
and to improve the handling of vacancies and their effect
on the precipitation kinetics. The NaMo model has
already been implemented as an industrial tool in alloy
development and processing of 6xxx series aluminum
alloys. Furthermore, work is in progress to implement
the model in general-purpose finite element codes for
simulations of the mechanical response during various
loading situations including impact and crash of struc-
tural members like automotive components and parts.
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SYMBOLS AND UNITS

b Magnitude of the Burgers vector (m)
Ci Concentration of specific element i in expression

for rss (wt pct)
Css Equivalent solid solution concentration (wt pct)
Css
r Value of Css for reference alloy (wt pct)

c1 Conversion factor for yield stress from 0K to
room temperature

�F Mean interaction force between particle and
dislocation (N)

f Particle volume fraction

fo Volume fraction of non-shearable Orowan
particles

fo
r Value fraction of fo in reference alloy
ki Scaling factor in expression for rss (MPa/

(wt pct)2/3)
k1 Parameter related to statistical storage of

dislocations (m�1)
k1g Parameter related to statistical storage of

geometrically necessary dislocations (m�1)
k2 Parameter related to dynamic recovery of

dislocations
k2g
0 Constant in expression for k2g

k2g Parameter related to dynamic recovery of
geometrically necessary dislocations

k2
0 Constant in expression for k2

k2
* Constant in expression for dynamic recovery of

dislocations
k2
r Value of k2 in reference alloy

k3 Parameter determining the solute dependence of
k2 (N/m2 wt pct3/4)

l Mean planar particle spacing along the bending
dislocation (m)

M Taylor factor
Mr Taylor factor for reference alloy
m Constant in expression for dynamic recovery of

dislocations
Ni Number of particles per unit volume within the

size class ri (#/m
3)

p Constant in expression for r
q Constant in expression for r
Qd Activation energy for diffusion (J/mol)
R Universal gas constant (8.314 J/Kmol)
r Particle radius (m)
ri Particle radius within size class i (m)
rc Critical particle radius for the transition from

shearing to bypassing (m)
t Time (seconds)
T Temperature (K or �C)
Tm Melting temperature (K or �C)
Tr Room temperature (K or �C)
Z Zener–Hollomon parameter (s�1)
Z0 Zener–Hollomon parameter at 0 K (s�1)
Zr Zener–Hollomon parameter for reference alloy

(s�1)
Zs Constant in expression for k2 (s

�1)
Zg Constant in expression for k2g (s

�1)
a Constant in expression for rd
DG Activation energy required to overcome obstacles

without aid from external stresses (J/mol)
e Tensile strain
_e Tensile strain rate (s�1)
_e0 Reference strain rate in expression for r (s�1)
_er Strain rate for reference alloy (s�1)
ep Plastic tensile strain
hg Material constant in expression for the

temperature dependence of l
kg Geometric slip distance (m)
l Shear modulus (N/m2)
lr Shear modulus for reference alloy (N/m2)
l0 Shear modulus at 0 K (N/m2)
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qg Number density of geometrically necessary
dislocations (m�2)

qs Number density of the statistically stored
dislocations (m�2)

r Flow stress (N/m2)
r̂ Yield stress at 0 K (N/m2)
rd Net contribution from dislocation hardening to

flow stress (N/m2)
ri Intrinsic yield strength of pure aluminum (N/m2)
rp Contribution from hardening precipitates to the

overall macroscopic yield strength (N/m2)
rp1 Contribution from clusters to the overall

macroscopic yield strength (N/m2)
rp2 Contribution from hardening b¢¢ and b¢ to the

overall macroscopic yield strength (N/m2)
rss Contribution from alloying elements in solid

solution to the overall macroscopic yield strength
(N/m2)

ry Overall macroscopic yield strength at room
temperature (N/m2)
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