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Abstract The curse of dimensionality is based on the fact that high dimensional data
is often difficult to work with. A large number of features can increase the noise of the
data and thus the error of a learning algorithm. Feature selection is a solution for such
problems where there is a need to reduce the data dimensionality. Different feature
selection algorithms may yield feature subsets that can be considered local optima in
the space of feature subsets. Ensemble feature selection combines independent fea-
ture subsets and might give a better approximation to the optimal subset of features.
We propose an ensemble feature selection approach based on feature selectors’ reli-
ability assessment. It aims at providing a unique and stable feature selection without
ignoring the predictive accuracy aspect. A classification algorithm is used as an eval-
uator to assign a confidence to features selected by ensemble members based on their
associated classification performance. We compare our proposed approach to several
existing techniques and to individual feature selection algorithms. Results show that
our approach often improves classification performance and feature selection stability
for high dimensional data sets.
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1 Introduction

The rapid technological developments in different life domains increase the amounts
of data at an unprecedented speed. This may appear useful for the decision making
process, however it is not the case when this increase concerns dimensions of data.
Examples of such data are measurements arising in face recognition from digitized
images, spam email identification, diagnostic tasks in medicine and genetic engineer-
ing, recognition tasks in biology, etc. In microarray data analysis for example, each
sample involves the measurements of tens of thousands of variables corresponding to
the expression of tens of thousands of genes measurable with microarray technology.
Unfortunately, existing machine learning methods are not designed to handle such
data setting, because the ability to build models with scientific validity is negatively
impacted by an increasing ratio between the number of variables and the sample size
(Kohane et al. 2003). This phenomenon is known as the curse of dimensionality. A
large number of features can increase the noise of the data and thus the error of a
learning algorithm. Feature selection is a solution for such problems. It reduces data
dimensionality by removing irrelevant and redundant features. There are three super-
vised feature selection categories namely, wrappers, filters and embedded methods.
Many reviews of these methods are found in the literature. Guyon and Elisseff (2003),
Saeys et al. (2007) are examples of such good reviews. Filters select subsets of features
as a pre-processing step, independently of the chosen predictor. Wrapper and embed-
ded methods, on the other hand, generally use a specific learning algorithm to evaluate
a specific subset of features. Different feature selection algorithms will choose differ-
ent feature subsets. We may not say that a resulting subset is better than the others but
rather that all the obtained subsets are the best subsets among the whole feature space.
To deal with this issue, we naturally think of ensemble learning (Dietterich 2000) as a
way to combine independent feature subsets, obtained by varying data or base learners,
in order to get a robust feature subset in terms of classification performance but also
stability of the selection. The fusion of different feature selectors is a step to generate
a new feature set from the individual selected sets of features. There are two possible
alternatives to combine the results of multiple feature selection algorithms for classifi-
cation problems which have been proposed in the literature. These two alternatives are
based on two aggregation levels, classifier level and selector level. In the first aggrega-
tion level, different feature subsets are generated and used for constructing an ensemble
of accurate and diverse base classifiers. Classifiers’ outputs are then combined to obtain
the final classification results. The second aggregation level finds a consensus between
the results obtained by several feature selection methods in order to obtain a unique
feature subset before the classification process. Since feature selection stability is as
important as classification accuracy, we are interested on having a single and com-
bined feature subset. Thus, we focus on promoting ensemble feature selection at the
selector aggregation level. Hence, we propose an ensemble feature selection approach
based on a robust feature aggregation technique to combine the feature selection
ensemble.
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2 Ensemble feature selection

The concept of ensemble feature selection based feature selectors’ aggregation was
introduced by Saeys et al. (2008). Similar to the case of supervised learning (Diet-
terich 2000), ensemble techniques might be used to improve the robustness of feature
selection techniques. Different feature selection algorithms may yield feature subsets
that can be considered local optima in the space of feature subsets. Ensemble feature
selection could help in alleviating this problem by aggregating the outputs of several
feature selectors. This concept was specially applied for high dimensional data with
few samples as discussed by Saeys et al. (2008), Schowe and Morik (2011). Ensemble
concept for feature selection can be also in the form of parallel application of multiple
feature selection algorithms. Mitchell et al. (2014) proposed a parallel implementation
of the bootstrap resampling step and combination of results of rank product method
for feature selection for the identication of differentially expressed genes. Similar to
the construction of ensemble models for supervised learning, there are two essential
steps in creating a feature selection ensemble. The first step involves creating a set of
different feature selectors, each providing an output, while the second step aggregates
the results of the single models. Figure 1 illustrates the process of ensemble feature
selection based selector aggregation.

2.1 Ensemble construction

In ensemble learning, a key point to obtain a good ensemble feature selection is
to generate a diverse set of feature selections. There are two efficient ways for this
purpose: the first uses the same type of base learner with different samples of data
(homogeneous ensembles) and the second is based on different types of base learners
trained on the same data (heterogeneous ensembles). A third alternative to achieve
diversity would be to vary the data and the base learners at the same time and construct
heterogeneous ensembles trained on different training sets.

2.2 Ensemble aggregation: feature selector level

To combine the resulting feature lists from the ensemble into a single decision for
each feature, there exist simple aggregation techniques and other more complicated
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ones. Often, these techniques are used to aggregate either feature weights or ranks.
We introduce some of these aggregation techniques:

Weighted mean aggregation (WMA) This method uses the weights of all the features
obtained by the different selected subsets then for each feature the weights mean is
calculated and features with the highest scores are selected (Abeel et al. 2010).

Complete linear aggregation (CLA) This method uses the complete ranking of all
the features then the ranks over all ranking lists are summed for each feature. The best
features are those with the lowest summed ranks (Abeel et al. 2010).

Robust RankAggregate (RRA) This method, proposed by Kolde et al. (2012), detects
features that are ranked consistently better than expected under the null hypothesis of
uncorrelated inputs and assigns a significance score for each feature. As a result, a p
value is assigned for all items, showing how good it is positioned in the ranked lists
than what is expected by chance.

Feature occurrence frequency (OFA) It obtains the final feature selection by calcu-
lating the number of occurrences of each feature over all lists and ranking them based
on their occurrence frequency. This ranking technique favors features appearing in the
maximum number of candidate feature subsets.

Classification accuracy based aggregation (CAA) Chan et al. (2008) proposed this
method that assigns a score to each feature in the different lists as the sum of accuracies
for all classifiers that include that feature. Such a scoring scheme favors the features
that lead to more accurate classification but it is considered simple.

We propose a sophisticated and robust aggregation method to optimize classification
accuracy and stability of feature selection based on features reliability assessment. The
proposed approach is detailed in the following.

3 Robust ensemble feature selection based on reliability assessment

In ensemble feature selection, different feature selection algorithms are built based
on optimizing different relevance criteria. Thus, they will have different biases and
may produce different results. Okun (2011) mentioned that despite such a difference,
if the same gene appears in multiple selected feature subsets obtained by different
algorithms, and produce accurate classifiers, itis indeed important. We propose arobust
feature selection aggregation technique based on this idea. The proposed ensemble
feature selection framework consists of two steps. The first is the ensemble creation
and the second is the ensemble outputs aggregation. These two important steps of the
proposed method are detailed in the following.

3.1 Ensemble construction

The generation of diverse feature subsets can be achieved by constructing homoge-
neous ensembles where the same component learner is applied to different sample
subsets or by constructing heterogeneous ensembles referring to those in which the
component learners are different from each other.
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3.1.1 Homogeneous ensembles

Starting from a particular training set, our aim is to generate a diverse set of feature
selections. To generate diversity in the selection, the feature selection method is run on
different training sub-samples. To this end, we make use of the bootstrapping method
(Kohavi 1995), a well-established technique in statistics to reduce variance. We gen-
erate 30 bootstrap samples with replacement from the training data. This ensemble
size is fixed after running experiments and its choice is heuristic based on the recorded
classification performance and stability results. We apply a filter to each of the boot-
strap samples to obtain a diverse set of feature rankings. In our experiments, we use
three filters and thus we get three settings for homogeneous ensembles, each one using
a filter. The filters are the same used in the construction of heterogeneous ensembles
described below.

3.1.2 Heterogeneous ensembles

The basic idea in the construction of heterogeneous ensembles is to leverage on the
strengths of different algorithms to obtain robust feature subsets. Consider a dataset
DS = (xj, ..., xm),xi = (xil, R xlf’l) with m instances and d features. An hetero-
geneous ensemble of feature selection algorithms (Hy, ..., Hg) is applied to DS
resulting on K feature subsets (F1, ..., Fg) each one containing n selected features
Fr = (fk.1. -, fr.n)- For high dimensional data, filters are usually chosen as long as
they are computationally efficient, fast and independent of the classification algorithm.
Thus, we choose three popular and successful filters which are based on different selec-
tion criteria to create an ensemble of three selectors. These algorithms are detailed
below.

Relief algorithm is a ranker proposed by Kira and Rendell (1992). It assigns a
relevance weight to each feature to denote the relevance of the feature to the target
concept. For each feature, it samples instances randomly from the training set and
updates the relevance values based on the difference between the selected instance
and the two nearest instances of the same and opposite class. Then, the feature is
scored as the sum of weighted differences in the different class and the same class.

The minimum-Redundancy-Maximum-Relevance (mRmR) method proposed by
Peng et al. (2005) is a mutual information based method. It selects features according
to the maximal statistical dependency criterion. The mRMR method selects a feature
subset that has the highest relevance with the target class, subject to the constraint that
selected features are mutually as dissimilar to each other as possible.

The # test (Gosset 1908) prefers features with a maximal difference of mean value
between groups and a minimal variability within each group. The ¢ test is used in the
form that defines the score of a feature as the ratio of the difference between its mean
values for each of the two classes and the standard deviation.

3.1.3 Heterogeneous ensembles with varying data

This type of ensembles is based on combining both data variation and algorithm
variation. We first generate 10 different bootstrap samples from the data as done for
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homogeneous ensembles, then for each bootstrap sample we apply the three different
algorithms described above as for the heterogeneous ensembles. Thus, 30 different
sets of features are obtained.

For each of the three described settings, we select a feature subset of best features
from each of the obtained ranking lists. Filter methods give as output all the input fea-
tures ranked according to their score so we don’t have any indication about the feature
set size required to have a good classification performance. A way to approximate the
best solution would be to evaluate many feature set cardinalities with a classification
algorithm and to keep the cardinality that gives the best classification performance. In
this pre-processing phase, we choose a cardinality of 1% of the initial features number
for the candidate subsets obtained in this step.

3.2 Ensemble aggregation based on reliability assessment

The choice of the technique to use for the aggregation step is an important decision
for ensemble feature selection We propose a robust feature aggregation technique
which objective is to improve robustness of the results, i.e. classification performance
but also feature selection stability. To this end, the proposed ensemble aggregation
technique uses the classification performance obtained with different feature subsets to
guide the selection of features corresponding to high accuracies. The feature selector’s
confidence and their conflict with other selectors in the ensemble are measured in order
to assign areliability factor guiding the final feature selection. Therefore, the proposed
reliability assessment based aggregation (RAA) technique involves two steps. The
first one is the features’ confidence calculation based on their weights and associated
classification error. The second one is the reliability assessment and decision making.

3.2.1 Confidence calculation

We note that the trained feature selectors ensemble resulted in K feature subsets. A
classifier is trained on each newly obtained training set containing only the feature
subset obtained by each feature selector. The overall accuracies of the K classifiers by
tenfold cross validation (CV) are determined. Each classifier is used here to evaluate an
individual feature subset. It assigns a confidence level according to the classification
performance obtained with the projection of that feature subset. Any classification
algorithm could be used but it is preferable to choose a simple classifier as we are still
in a preprocessing phase. For this purpose, we use a kNN classifier. The K individual
feature subsets are merged into a single feature set containing all selected features. Let
FS = (f1,..., fs) be the resulting merged feature set and opy ; denotes the opinion
of the k" feature selector Hy about the selected feature f;. This opinion is the weight
assigned by H to feature f; and it is equal to zero if feature f; is not selected by Hy.
A confidence level confy ; is assigned to each selector Hy about each opinion opy_ ;.
The confidence is a weight calculated as follow:

1
confy j = opy, j * log <,3_) , (D

k
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where B is the normalized error of the kNN classifier trained on the projection of
the k'" feature subset on the data. Confidences are then normalized. Like in wrapper
feature selection, the application of the classifier highlights the best performing feature
subsets for that particular type of model (kNN) and have the ability to take into account
feature dependencies as they consider groups of features jointly. Thus, confidence
scores of all the features obtained by the same selector Hj will be affected by a
common classification error score S corresponding to the overall subset. Thus in this
step best subsets giving the minimum error rates, are also favored in addition to best
individual features.

3.2.2 Reliability assessment and decision making

Given the opinions of K feature selection algorithms about the selection of a feature
fi» Opj = {opy,j, k =1,..., K}, and given the confidences associated with those
opinions, Conf; = {confy j,k =1, ..., K}, the conflict of each selector is formu-
lated by first measuring the similarity between its opinions and those of the other
selectors in the ensemble (Garcia and Puig 2003), as follows:

K

. 1
Simi (0p)) =1 = Y lopkj—opujl. )
1=1,15k

Then, selector’s confidence similarity with the rest of confidences, Sim(Conf;),
is calculated the same way as in Eq. 3. Based on these calculations, the conflict raised
by a selector is defined as

Conflicty,j = Simi (Conf;)[1 — Simi (Opj))]. A3)
Conflicting selectors are those with similar confidences to the agreeing selectors but

completely different opinions from theirs. The conflict measure will affect selector’s
reliability for a feature f; which is calculated as follows:

rely, j = confy. j (1 —Conflictk,j). 4
Finally, the original opinions about the features are adjusted by multiplying them
by the associated reliability factors after being normalized. The selected features are

the best ranked ones according to the sum of their adjusted opinions over all selectors.
The robust aggregation method is implemented using matlab software.

4 Experimental study
In this section, we compare the performance of our proposed ensemble feature selec-

tion method and those of other methods. Our experimental data consists of seven
cancer diagnosis microarrays data sets.
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Table 1 Datasets characteristics

Dataset No. of samples #Class1 #Class2 No. of features Reference

DLBCL 77 58 19 7029 Shipp et al. (2002)
Bladder 31 11 20 3036 Dyrskjot et al. (2003)
Lymphoma 45 22 23 4026 Alizadeh et al. (2000)
Prostate 102 52 50 12600 Singh et al. (2002)
Breast 97 46 51 24482 van 't Veer et al. (2002)
CNS 60 21 39 7129 Pomeroy et al. (2002)
Lung 181 31 150 12533 Gordon et al. (2002)

4.1 Data sets

Seven gene expression data sets are used for experiments. They typically consist of
several thousands of features and tens of instances. The classification in these data
sets is binary and its task is cancer diagnosis. Table 1 summarizes the characteristics
of the seven data sets. The Lymphoma data set contains missing values for numeric
attributes that we replace using the kNN imputation method proposed by Troyanskaya
et al. (2001). This method takes advantage of the correlation structure in the data and
uses the average of records that have similar completed data patterns to impute missing
values.

4.2 Performance metrics

We use tenfold stratified CV to evaluate classification and stability performances of
the different ensemble feature selection methods. At each iteration of the stratified
CV, feature selection is performed using the training part of the data and a classifier is
then applied to evaluate the prediction performance. According to Saeys et al. (2008),
for high dimensional and small sample size data, only a small amount of best fea-
tures returned by the feature selector is sufficient and relevant for classification.They
used only 1% in their experiments for feature selection on similar data sets, thus we
also choose this pre-defined percentage of features in our experiments. As we used
the classification performance of kNN classifier to guide the selection of a consensus
feature set in the proposed ensemble feature selection method, we use the same clas-
sifier for the final classification performance evaluation also, as one of the goals is to
optimize accuracy. Nevertheless, other classifiers could also be used for this purpose.
The distance metric used for kNN is the Euclidean distance and the number of nearest
neighbors for this algorithm was set to 1, after experimental evaluations of different
values of k and based on the obtained results. We evaluate also the stability to compare
our proposed method to other existing ensemble feature selection methods.

Classification performance The experimented data sets contain imbalanced classes
(Table 1), thus a model can assign the value of the majority class for all predictions
and achieve a very high classification accuracy. This model is not of interest for the
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Table 2 Tenfold CV F-measure with kNN classifier and full feature sets

Dataset DLBCL Bladder Lymphoma Prostate Breast CNS Lung

Fm 0.9074 0.8571 0.7442 0.7327 0.5581 0.4681 0.9677

considered problems. Consequently, alternative measures to the classification accu-
racy have been proposed. Among them, F-measure which is interpreted as a weighted
average of the precision and recall which consider only one class (minority or major-
ity). The precision is the percentage of positive predictions that are correct. The Recall
(or sensitivity) is the percentage of positive labeled instances that were predicted as
positive. The F-measure reaches its best value at 1 and worst score at 0. To make some
comparisons more precise, we also use the McNemar’s statistical test which is applied
to test whether a proposed algorithm significantly outperforms others on a given data
set. The null hypothesis is accepted when the McNemar’s test is less than 3.841459
or with a p value greater than 0.05, otherwise we reject the null hypothesis in favor of
the alternative hypothesis that the two algorithms have different performance.

Stability The stability of a feature selection algorithm is the robustness of the feature
preferences it produces to differences in training sets drawn from the same generating
distribution (Kalousis et al. 2007). We measured stability on the different selected
feature subsets (SFS) obtained for the tenfolds of the used CV. As said before, the
top 1% best features of the rankings obtained by the different selectors, are chosen
to evaluate classification but also stability. In Kuncheva (2007), authors propose a
stability index to measure to which extent K sets of selected features of size s share
common features:

2 K1 X 52 52
Stab(Sl,...,SK):mZ > <|S,~DS.,~|—E>/<S—E), )

i=1 j=i+1

where d is the total number of features, and S;, S; are two different feature sets. The

L $2 . . . .
ratio % corrects the bias of selecting common features in both sets by chance. This
index satisfies —1 < Stab < 1 and the greater is its value the larger is the number of
commonly selected features in various sets.

4.3 Results analysis

The classification performance and stability of our proposed method (RAA) are com-
pared to several ensemble aggregation techniques discussed before. We report also
the classification performance of ensemble classifier aggregation referred to as ECA,
which instead of combining all the selected subsets, it aggregates decisions of clas-
sifiers built on each individual SFS. The aggregation technique used for ECA is the
simple and efficient majority vote aggregation method that aggregates class labels.
Note that ECA has not a corresponding stability performance, as it is built using
several feature subsets and not a single one. Its unique objective is to enhance predic-
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Table 3 Tenfold CV F-measure and stability of homogeneous ensembles with relief

Dataset Relief ECA RAA WMA OFA CLA CAA RRA

DLBCL  Fm 0.9643 09550 09455 09358 0.9643 0.8972  0.9550  0.9464

Stab  0.6278 - 0.8511  0.8435 0.8416  0.4490  0.8281 0.6288
Bladder =~ Fm 0.6667  0.7619  0.5882  0.5263  0.6316  0.6316  0.7368  0.2667
Stab 04335 - 0.6110  0.6206  0.5814  0.1296  0.5415  0.4779
Lymph Fm 0.8980  0.9362 0.8571  0.8571  0.8511  0.7826  0.8750  0.9200
Stab  0.5095 - 0.7777  0.7582  0.6902  0.1717  0.7381  0.4432
Prostate  Fm 0.7736  0.7475  0.7843  0.7723  0.7723  0.7573  0.7843  0.7843
Stab  0.6371 - 0.8879  0.8881 0.8869  0.6079  0.8822  0.6779
Breast Fm 0.4000 0.4750 05176  0.4819 04762  0.5238  0.4762  0.4524
Stab  0.3363 - 0.6545  0.6229  0.6624  0.1682  0.6652  0.4859
CNS Fm 0.4167  0.4898  0.5185  0.4490 04528 0.3333  0.5000  0.4706
Stab 04953 - 0.8402  0.8458  0.8033  0.4169  0.8020  0.6386
Lung Fm 0.9524  0.9688  0.9524 09688  0.9688  0.9206 0.9524  0.9375
Stab  0.7982 - 0.9003  0.9024 0.8739  0.6750  0.8822  0.6934

Predictive performance and Kuncheva index for stability measure are evaluated on the subset of 1% top
ranked features and best results are highlighted in bold face

tive performance. For the heterogeneous ensembles with data variation (Table 7), we
also compare proposed approaches to the Random Forest (RF), introduced by Breiman
(2001), as it is an embedded method that also employ both, construction of sub-models
for different random feature subsets as well as data perturbation via bootstrapping. In
RF, feature importance is calculated by permuting each feature and measuring how
much the permutation decreases the accuracy of the model. Given the high dimen-
sionality of the data in our feature selection experiments, some features can be missed
if we use a small number of trees. Thus, we set the forest size to 1000 trees in order to
have a sufficiently large number of decision trees to select the most relevant features
for good classification estimates. At each candidate split in the RF learning process,
we set the size of the random subset of feature to v/d, the typical number used for a
classification problem with d features according to Hastie et al. (2009). Tables 3, 4, 5,
6 and 7 show the F-measure (Fm) and stability (Stab) results obtained from all settings
for the seven data sets. Note that reported stability results concern the final SFS used
for the final classification. For all experimented methods, the Fm and stability values
reported are obtained using 1% of the original set of features.

To have an overview on the results, we first report in Table 2 the tenfold CV
classification performance (Fm) of kNN algorithm on the seven data sets using the
full feature sets and without applying a feature selection.

4.3.1 Homogeneous ensembles
Homogeneous ensembles with Relief

Table 3 shows that ensemble methods improve the baseline classification performance
for most cases except for Bladder, where all Fm values are worse than that obtained
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Table 4 Tenfold CV F-measure and stability of homogeneous ensembles with mRMR

Dataset mRMR  ECA RAA WMA OFA CLA CAA RRA

DLBCL  Fm 0.9369 0.9558  0.9643  0.9643 0.9558 0.8718  0.9643  0.9474

Stab  0.5726 - 0.5881  0.5991  0.6112  0.0329 0.5859  0.1692
Bladder ~ Fm 0.8800 09167 09167 09167 0.7000  0.9167 0.5714  0.8696
Stab  0.4742 - 0.5037  0.5015  0.0527  0.5015  0.1696  0.5244

Lymph Fm 0.9583 09362 09167 09167 0.8980  0.6818  0.9388  0.8936
Stab  0.6353 - 0.7043  0.6796  0.7054 0.0315 0.7082  0.2391
Prostate ~ Fm 0.8454 0.8866 0.8776  0.8687  0.8889  0.7800 0.8660  0.8632
Stab  0.7203 - 0.6971  0.6967  0.7083  0.0483  0.6957  0.2655
Breast Fm 0.7033 0.6742  0.6947  0.6739  0.6737  0.6667  0.6875  0.6170

Stab  0.4975 - 04362  0.4436 04559 0.0234  0.4350 0.1013
CNS Fm 0.4681 0.6000  0.5455  0.5532 04186  0.6500 05116  0.4186
Stab  0.4117 - 0.3510  0.3469  0.3706  0.0159 03292  0.0683
Lung Fm 0.9677 09677 09153 09153 09333 09153 09153  0.9677
Stab  0.8314 - 0.8214  0.8220 0.8172  0.0973  0.8242  0.3600

Predictive performance and Kuncheva index for stability measure are evaluated on the subset of 1% top
ranked features and best results are highlighted in bold face

with the full feature set, and Breast cancer data set. ECA gives the best Fm for three data
sets and this improvement is significant for Lymphoma data set, with a McNemar’s
test equal to 6.05 (larger than 3.841459) and a p value of 0.01 which means that the
null hypothesis is rejected at 5% significance level for this data set. However, the
improvement of ECA over the baseline is not significant for Bladder data set with
a small McNemar’s test equal to 0.5 and a p value of 0.4795. RAA then WMA are
performing well by giving similar Fm results as the baseline learner but with much
better stability of feature selection. In terms of stability of feature selection, results
show that Relief clearly benefits from the ensemble version, especially with RAA and
WMA which give the best stability results for most data sets. CAA and OFA give also
good results. It is noticed that CLA gives poor stability results. This technique relies
on feature ranking. Therefore, RAA and most selector ensembles are efficient with
this setting especially in terms of stability of feature selection.

Homogeneous ensembles with mRMR

Table 4 shows that ECA achieves the best classification results for three data sets.
For this setting also, RAA and WMA have a similar behaviour, they perform well
by giving classification results superior to mRMR for four data sets, but this is not
supported by statistical test for DLBCL data set with p values equal to 1.00, 0.24
and 0.24 respectively for ECA, RAA and WMA and a same p value equal to 0.47
for Bladder data set. These ensemble methods conserve approximately the baseline
stability results. Performances of other selector ensembles vary depending on the data
set and do not improve the baseline results.
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Table 5 Tenfold CV F-measure and stability of homogeneous ensembles with ¢ test

Dataset t test ECA RAA WMA OFA CLA CAA RRA

DLBCL  Fm 09174 09273 09074 0.9074 09009  0.9217 0.8909  0.9381

Stab  0.8679 - 0.7490 04585  0.8340  0.0987  0.8280  0.3867
Bladder =~ Fm 0.8696  0.9565 0.8696  0.8182  0.8333  0.8000  0.8333  0.9091
Stab  0.8098 - 0.7211  0.6790  0.6915  0.0616  0.6819  0.2450

Lymph Fm 09362 09362 09167 09565 09362 0.7917 0.9362  0.9565

Stab  0.8008 - 0.6925  0.4406  0.7239  0.0422  0.7419  0.3283
Prostate ~ Fm 0.8776  0.8776  0.8687  0.8687  0.8687  0.6809  0.8571  0.8660
Stab  0.8050 - 0.7440  0.7281  0.7556  0.1131  0.7514  0.3840
Breast Fm 0.6434  0.6434  0.6434  0.6434  0.6434  0.6434  0.6434  0.6434
Stab 1 - 1 1 1 1 1 1
CNS Fm 0.4167  0.5366  0.4286  0.5116  0.4348  0.4651 0.4348  0.4286
Stab  0.4834 - 0.3020  0.1708  0.3807  0.0329  0.3247  0.1037
Lung Fm 0.9063  0.8923  0.9063  0.9206  0.9063  0.9333  0.9063  0.9231
Stab  0.8953 - 0.8470  0.8342  0.8607  0.2260  0.8589  0.5109

Predictive performance and Kuncheva index for stability measure are evaluated on the subset of 1% top
ranked features and best results are highlighted in bold face

Homogeneous ensembles with 7 test

The results reported in Table 5 show that 7 test filter benefits from some ensemble ver-
sion to improve classification performance. ECA, RRA are the most efficient ensemble
versions for this purpose and RAA conserves very similar results. However, this clas-
sification improvement is not statistically significant, and it is coupled with stability
decrease compared to the baseline stability.

4.3.2 Heterogeneous ensembles

Table 6 shows the performance results of the heterogeneous ensembles trained on
the same data. It can be observed that Relief is the baseline algorithm that benefits
the most from the heterogeneous ensemble version especially comparing to Fm and
stability results of OFA. The heterogeneous ensemble method using OFA improves
also stability results of mRMR but with a classification performance sacrifice in some
cases. Even if RAA , WMA or RRA sometimes improve the baseline classification
performance (Bladder, Lymphoma and Lung data sets), f test remains the algorithm that
achieves the best classification-stability trade-off in this setting. Stability performance
of ensemble methods are smaller than 7 test baseline method for all data sets and OFA
gives the best stability results for the ensemble methods.

For the heterogeneous ensembles with data variation, results reported in Table 7
among all algorithms, # test baseline gives the best apparent trade-off classification
performance-stability for five data sets. For Lung data set, RAA and WMA or ¢ test can
be chosen depending on the preferred evaluation criterion. If we look at classification
performances only, we notice that the best Fm measures are obtained either by mRMR,
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Table 6 Tenfold CV F-measure and stability of heterogeneous ensembles

Dataset Relief mRMR ¢ test ECA RAA WMA OFA CLA CAA RRA

DLBCL Fm 09381 0.9739 09107 0.9558 0.9483 0.9391 0.9204 0.9286 0.9369 0.9464

Stab 0.6949 0.5840 0.8543 - 0.5928 0.5517 0.7329 0.5666 0.6298 0.6077
Bladder Fm 0.6667 0.8696 0.8182 0.9091 0.9167 0.9167 0.8696 0.9167 0.6400 0.9167
Stab 0.5954 0.4550 0.8128 - 0.3906 0.3914 0.6331 0.4912 0.5829 0.5045
Lymph Fm 0.8511 09167 0.9362 0.9362 0.9583 0.9388 0.8980 0.9167 0.9200 0.9583
Stab 0.5421 0.5999 0.7492 - 0.5921 0.5881 0.5915 0.4574 0.5253 0.5185
Prostate Fm 0.7525 0.8632 0.8776 0.8542 0.8200 0.8350 0.8317 0.8039 0.8283 0.8235
Stab 0.6854 0.7116 0.7793 - 0.6587 0.6583 0.7139 0.6262 0.5708 0.6831
Breast Fm 0.4384 0.6522 0.6434 0.6667 0.6434 0.3896 0.5060 0.6098 0.6364 0.6098
Stab 0.5253 0.4801 1.0000 - 1.0000 0.5253 0.6524 0.5754 0.2565 0.5752
CNS Fm 0.4898 0.5417 0.3478 0.4681 0.4000 0.3902 0.5217 0.5000 0.4545 0.4783
Stab 0.5100 0.3608 0.4736 - 0.3181 0.3269 0.4335 0.3459 0.2258 0.3706
Lung Fm 09538 0.9677 0.9231 0.9688 0.9688 0.9841 0.9841 0.9180 0.9688 0.9524
Stab 0.7885 0.7876 0.8784 - 0.6112 0.5757 0.7894 0.7411 0.7732 0.7849

Predictive performance and Kuncheva index for stability measure are evaluated on the subset of 1% top
ranked features and best results are highlighted in bold face

ECA or RF algorithm. However, the latter gives often poor feature selection stability.
We notice that stability results of heterogeneous ensembles with data variation are
not better than those obtained with same data in spite of the highest ensemble size,
equal to 30 with varying the data, against an ensemble size of 3 with varying only
the base learner. This proves that here, stability is mainly affected by the algorithm
variation. However, the data variation in this setting affected the classification results
by a general performance improvement over the ensemble methods.

4.4 Discussion

For all experiments, ECA gives often good classification performances. However, this
is not good enough, since there is not a corresponding stability performance. In fact,
the objective of ECA is not to have a stable feature selection but to enhance predictive
performance by aggregating classifier results built on different feature subsets. There-
fore, if the interest is in classification performance, ECA is the technique to use to
get good results. However, if we search for techniques to achieve good classification
and feature selection stability at the same time, RAA, our proposed method based
on conflict resolution and reliability assessment, is a good solution if it is applied
with homogeneous ensembles formed with instable baseline learners. Relief is such
an algorithm which benefits a lot from the ensemble version. WMA, which is a sim-
ple technique that aggregates feature weights, has proved its efficiency with the same
settings. OFA is also an ensemble feature selection method that achieves a well trade-
off classification performance-stability in many settings. The results of the ensemble
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methods are sensitive to the applied base learners, and are not efficient to improve
performances of stable algorithms such as ¢ test.

5 Conclusion

In this paper, we proposed an ensemble feature selection approach based on feature
selectors’ reliability assessment. The interest of this approach is that it aims at pro-
viding a unique and stable feature selection without ignoring the predictive accuracy
aspect. First, different subsets of features are obtained by homogeneous ensembles or
heterogeneous ensembles. Then, we proposed a robust aggregation technique based
on classification performance and reliability assessment to combine selectors’ ensem-
ble output. We compared our proposed approach to several existing techniques and
to individual feature selection results. Experiments showed that our approach often
improves classification performance and stability for high dimensional and small sam-
ple size data sets or at least maintains the baseline results when they are specially high.
To enhance stability, the homogeneous ensembles formed with instable base learners
are better than heterogeneous ensembles as they yield optimal stability results. The
comparative study on ensemble feature selection methods and the proposed robust
aggregation technique could be extended to other feature selection methods. Studying
the relationship between the baseline algorithm used for the creation of the selector
ensemble and the ensemble aggregation mechanism would be interesting to further
improve stability of ensemble feature selection.
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