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Abstract A great many comparative performance assessments of classification rules
have been undertaken, ranging from small ones involving just one or two methods, to
large ones involving many tens of methods. We are undertaking a meta-analytic study
of these studies, attempting to distil some overall conclusions. This paper describes
just one of our observations. The dataset analysed in this paper contains 5,203 error
rates taken from 45 articles and describing 146 datasets. One curious general relation-
ship which was persistent in our data, despite the fact that we were looking at results
mixed between distributions rather than conditional on distributions, was that error
rate decreased with increasing dataset size. We believe this to be an artefact of the way
datasets are collected by the research community.
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1 Introduction

Supervised classification is a central component in data mining and, in recent decades,
a great deal of research effort has been put into the development of new methods. This
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has been carried out in several different research communities, including statistics,
pattern recognition, machine learning, neural networks, and, most recently, data min-
ing. This work has necessarily been accompanied by a variety of comparative studies
assessing the relative merits of the various classification methods. Many of these stud-
ies are small, occurring in the context of the development of a new classification
method. But others are large, being attempts to develop some broad understanding of
the relative merits of different methods. However, even the largest studies bring limited
insights into the circumstances under which methods perform well or poorly, for the
simple reason that they are arduous and time-consuming, even for relatively modest
numbers of classification methods and design sets. Because of this, calls for posterior
analyses—or meta-analyses—of these studies have been made (see for example Hand
1999; Quinlan 1994).

An important example of such a study is the MetaL project (Brazdil et al. 2003;
METAL Consortium 2002), whose key achievement is an automatic advisor which
allows the user to submit online the characteristics of his or her dataset, and then pro-
duces a predicted ranking of classification methods based on their known performances
on a set of benchmark datasets. The former Delve database of results (Rasmussen et al.
1996), which may be seen as a predecessor of the MetaL advisor, illustrates the dif-
ficulties that this kind of approach may encounter, namely that the online databases
need to grow and be updated, and hence require the active support of the research
community.

Several articles re-analysing results from comparative studies have also been pub-
lished; for example Sohn (1999) on the Statlog study Michie et al. (1994), and Sargent
(2001) on the use of neural networks in the medical area. However, to the best of
our knowledge there has not been a large-scale study of the results of classification
methods in the literature, and this is what we carried out (Jamain 2004; Jamain and
Hand 2008). Perhaps it is worth emphasizing that this implies a completely different
approach from that of the usual comparative study: we did not apply a set of classifi-
cation methods to existing datasets, as this has been done many times, but we rather
compiled and analysed existing results from a large set of published studies. In the
course of our exploration of the resulting data we made a few interesting observations,
one of which concerning the provenance of the Naive Bayes method in the Statlog
study (Jamain and Hand 2005). In the present article, we describe another of these
peculiar observations, our attempts to explain it, and what it implies for the practical
assessment of classification methods.

2 Collecting data from comparative studies

First we describe very briefly how we collected the data, and a few problems we had
to tackle. The resulting database and the whole data collection process are detailed in
Jamain (2004), and Jamain and Hand (2008).

The range of different intellectual communities which have been involved in devel-
oping classification methods presents a challenge in tracking down comparative stud-
ies. Furthermore, such comparative studies have also appeared in the literature of
application domains, such as medicine and speech recognition. Moreover, the studies
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Where are the large and difficult datasets? 27

vary in their aims and ambition. Many studies merely display a few results for a handful
of methods; for example, two of the most famous ones are those of Atlas et al. (1991),
and Shavlik et al. (1991). In contrast, a few studies are very large and include several
tens of datasets and methods; for example, the four largest that we know of are those of
Eklund and Hoang (2002), Lim et al. (2000), Michie et al. (1994), and Zarndt (1995).
One can note by the way that none of these studies share a common keyword in their
titles, and this illustrates the difficulty of identifying relevant studies in an automatic
fashion.

In choosing which study to include in our meta-analysis, we have decided to be as
broad as possible and include all sorts of studies, large and small. Our search proce-
dure essentially consisted of an exploration of references, starting from those of the
famous Statlog study (Michie et al. 1994), and a complementary online inquiry on the
CiteSeer Digital Library1 for the articles which are not published in standard journals
(for example Eklund and Hoang 2002; Zarndt 1995). We looked for studies which
had titles and keyword lists containing the terms comparison, case study, benchmark,
or experimental study, and either machine learning, pattern recognition, or classifi-
cation. One criterion which we had to apply was one of ‘dataset popularity’, that is,
we discarded datasets on which less than three different method types were tested.
This was to avoid obscure datasets, and to provide a relatively meaningful basis for
comparisons. Other, less important, inclusion criteria are described in Jamain (2004),
and Jamain and Hand (2008).

As for what type of results we would collect, we again decided to be as broad as pos-
sible and take into account all kinds of accuracy measures (error rate, weighted error
rate, logarithmic score, quadratic score,…). However it turned out that the vast major-
ity of published studies report the straightforward error rate, and hence we focused
our analysis on this simple measure of performance. The data in the present article
hence only consists of error rates, with equal misclassification costs.

In contrast with traditional meta-analysis where one can find—at least in theory—
all the relevant results which have ever been produced, here there is potentially such
a large number of results that we can only collect a relatively small sample, and hope
that is reasonably representative. In the extreme, there are probably millions of daily
applications of classification methods in the world, and one can adopt the view that all
of them belong to the sample space. Our search for results is thus necessarily incom-
plete, and for this particular study we have used the data present in the final version
of our database.2

While browsing the literature, we quickly realised that relatively little is usually
reported about datasets. Sometimes, when the datasets are from the UCI repository
(Blake and Merz 1998), only the name is even given, as in Viswanathan and Webb
(1998), and the reader is then forced to guess from acronyms. Usually however, at
least three characteristics are reported, broadly speaking: dataset ‘size’ (number of
examples), dataset ‘dimensionality’ (number of variables), and dataset ‘complexity’
(number of classes). In some cases, as in the Statlog study, more elaborate dataset

1 http://citeseer.nj.nec.com/.
2 Available online: http://stats.ma.ic.ac.uk/n/nadams/public_html/classificationgroup/metaclass/.
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Fig. 1 Histograms of dataset characteristics (size, dimensionality, number of classes)

characteristics are available, but it is quite rare. We hence became interested in those
three dataset characteristics.

However simple the three characteristics are, it is not completely trivial to decide
how to define them when comparing them across datasets and studies. In the case of
dataset size, we took the number of training examples when a division between training
and test set was carried out, and the whole number of examples when cross-validation
was used (another possibility would be to take the proportion of examples used during
one fold). In the case of dimensionality, we took the final number of variables that the
authors of each study reported, whether the variables were continuous, categorical, or
binary. A more complicated scheme would be to transform all categorical variables
to a common binary equivalent, but this was not always possible since the number of
categories of each categorical variable is not systematically reported. Only the number
of classes was straightforward to define. In the few cases where those characteristics
were not explicit in the original studies, but where the datasets were identified in
the UCI repository, we took the corresponding characteristics as those which were
reported there. Finally, we log-transformed these characteristics as needed, since their
distributions are heavily right-skewed as can be seen on Fig. 1. To make Fig. 1 more
informative we averaged size and dimensionality within each dataset (as a dataset can
be present in our data with several sizes and dimensionalities).

One thing which can be easily looked at is the relationship between these char-
acteristics and classification ‘performance’. Concerning this performance, the vast
majority of studies report only error rate (with equal misclassification costs). Our
database containing a few other kinds of results (e.g. quadratic scores), for the present
study we restricted the data to error rate only, for the sake of simplicity. This meant
5,203 results, taken from 45 studies and related to 146 datasets. Of these 146, 101
were directly available in the UCI repository, and hence our data can be considered as
representative of the set of datasets commonly used in the literature.

To give an overview of which classification methods this dataset contains, we cate-
gorized methods into different types. As there are no hard-and-fast rules to do so, our
classification had to take into account various subjective factors, such as the general
approach of the method (e.g. density estimation is traditionally linked with the area of
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Fig. 2 Number of results per method type

Statistics), or the historical background of the authors who first published a description
of the method. In our sample we have identified 64 different method types. There is
a maximum of 43 different method types tested on a dataset (maximum attained for
both UCI datasets Pima Indians Diabetes and Image Segmentation), and the median
is 11 method types per dataset.

Figure 2 shows the number of results per method type, in which we have merged
several of our initial 64 types into ‘Other’ categories to minimize the number of bars.
Even if this is by no means a definitive description of this complex piece of data, it
clearly demonstrates that the vast majority of results relates to methods associated
with the Machine Learning area, and especially with its sub-family of classification
trees (in total trees represent 1,851 results, more than a third of all results). Of course
this may raise questions about the generality of our dataset—and the analyses which
we have carried on, but as we tried not to apply any selective bias in our data collection
we think that this bias actually comes from the literature itself. This reflects perhaps
the fact that the Machine Learning area has traditionally been more open to empirical
testing on benchmark datasets than other areas.

3 A strange observation

Figures 3 and 4 describe our rather puzzling observation. Figures 3a, b show error
rate respectively plotted against (log) dataset size and (log) dataset dimensionality,
with added density contours estimated via standard Gaussian kernels. Looking at the
scatter of points in Fig. 3a, one may observe a near-triangular shape, with a clear lack
of points in the upper right corner, where the large and difficult datasets should be.
The pattern is also observable in Fig. 3b, although perhaps less marked. Both figures
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Fig. 3 Plots of error rate against (log) dataset size and dimensionality, with estimated density contours.
a Error rate versus log of dataset size. b Error rate versus log of dataset dimensionality
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Fig. 4 Plots of logit error rate against (log) dataset size and dimensionality, with linear regression line
and 95% predictive confidence intervals. a Logit of error rate versus log of dataset size (slope −0.30,
R2 = 0.12). b Logit of error rate versus log of dataset dimensionality (slope −0.12, R2 = 0.01)

also show bimodality of the conditional distribution of error rate given the horizontal
axis.

To investigate this curious pattern more closely, we looked at the logit error rate in
function of the two characteristics (Fig. 4a, b). Both show a decrease of the error rate,
although the overall trend of Fig. 4a seems clearer than that of Fig. 4b. Simple regres-
sion lines (and their R2 statistic, shown below each plot) confirm that impression.
Note the high variability about the fitted line that the predictive confidence intervals
show, which reflects the messiness of the data. When considering these predictive
intervals one also has to keep in mind that our data is a representative sample of the
available literature, which may have little to do with how classification methods are
really applied, as we mentioned in Sect. 2.

At this point, perhaps the reader will think that the trend of Fig. 4a is quite neg-
ligible. In fact, we have reasons to believe it is not, as we will see in Sect. 4.1. For
the moment however, let us only say that if we consider the mixed character of the
data, it is perhaps surprising to observe anything at all. For example, plots for number
of classes (not shown) showed nothing but random variation, but of course with little
variation on the x-axes any trend is more difficult to spot.

Simple explanations spring to mind when looking at Fig. 4. It is a known fact (see,
for example, Perlich et al. 2003) that, for given underlying distributions, increasing
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training set size decreases the expected true error rate (that is, the expected error rate of
a given classification method over the distribution of possible training sets). One could
also say that given an underlying classification problem adding variables increases the
separability of the classes, provided these variables are ‘reasonably’ chosen—and one
can reasonably assume they are for non-pathological datasets. However, our plots and
the associated regression slopes are across distributions, not within distributions, so it
seems that those cannot be straightforward explanations. We come to this point in the
following section.

4 Within versus between distributions

The fact that increasing training set size for samples drawn from given distributions
leads to reduction in error rate is well known (Perlich et al. 2003). This, of course,
relates not to the Bayes error rate, which remains constant if the underlying distribu-
tions are unchanged, but to the expected true error rate of a classification rule (that is,
the expected error rate of a given classification method over the distribution of possi-
ble training sets). There are two causes for this reduction. On the one hand, for fixed
rule complexity, increasing training set size will reduce the variance in the estimate
of the classification rule: this will apply, for example, to a rule with a fixed number
of parameters, such as logistic regression. On the other hand, certain types of rule
automatically increase their complexity with increasing training set size. Tree meth-
ods, such as C4.5, are examples of such rules. Beyond a certain value, of course, the
reduction in variance of the parameter estimates will be negligible, while the increase
in model complexity (for those models which increase complexity in this way) will
continue.

One should also expect that, for a given problem, increasing the number of variables
will be associated with an improvement in accuracy, for any method. Adding variables
to a dataset will tend to increase the separability between the classes, provided the
added variables are properly chosen, and we might expect them to be so chosen since
datasets are usually created using some prior knowledge of which variables are rel-
evant. This is of course not taking into account the voluntary addition of irrelevant
variables, such as in the famous artificial datasets Led (7 variables + sometimes 17
noisy variables) and Waveform (21 variables + sometimes 19 noisy variables).

However, our situation is slightly different, in that we are concerned not with how
different sample sizes or varying dimensionality influence the error rate for a given
underlying distribution, but rather with how different sample sizes and number of vari-
ables chosen from different distributions influence error rate. The above two explana-
tions, which are valid within distributions, do not necessarily explain why we observe
a similar phenomenon across distributions. In the rest of this article we will focus on
sample size, given that the trend was more marked in our data (and for another reason
which will appear in Sect. 5), but the same line of argument is valid for dimensionality.

In Fig. 5, we show a, very simplified, example of what could occur in our case.
For each of the distributions along the lines 1, 2 and 3 a decrease in error rate takes
place when dataset size increases (for ease of drawing we have supposed that these
decreases are linear and that their slopes are identical, but the argument is still valid

123



32 A. Jamain, D. J. Hand

Fig. 5 Within versus between
distributions

Distribution 1

Distribution 2

Distribution 3

Error rate
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Result 1 

Result 2 
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if these assumptions do not hold). However if we observe a sample consisting of
results taken at different points from the different distributions (the points labelled as
Results 1, 2 and 3), then any sort of trend could result. In the figure, an increasing
trend results. This is an example of the ecological fallacy phenomenon, where one
can see trends within groups of data without necessarily observing a similar trend
overall. Of course the observed overall trend will depend on the separation between
the distributions; for example, if the lines formed a tight band in Fig. 5 we would
tend to observe a decreasing trend across the points labelled Results 1, 2, and 3. This
explanation only deepens the mystery: why would the learning curves be so tightly
bunched? In other words why are there so few results that lie in the upper right corner
of Fig. 3a? We will come back to this in our conclusion, but first need to make some
more investigations.

Things are complicated by the fact that some of the points displayed in Fig. 4a in
fact do correspond to different sample sizes drawn from the same distributions. More
than one sample size is reported for 63 of the 146 datasets amongst those we have
analysed in this study, with 3,542 of the 5,203 results being from these 63 data sets.
However, within any of these multiple-sized datasets there is usually little variation in
size: authors of different studies use different training sizes, but they do not change
the dataset dramatically. A typical example of this situation is the Letter-recog-
nition UCI dataset which has sometimes been used with 15,000 training examples
and sometimes with 16,000. Nevertheless it is possible that the phenomenon explored
in Perlich et al. (2003) is still inducing some effect. Given that the regression slope
reported in Fig. 4a is a priori not very large, an obvious question is whether it could
be entirely attributed to these influences.

To test this, we repeated the analyses for the results which were reported only for
single sized training sets and separately for those which were reported for multiple
sized sets. Plots are shown in Fig. 6. The resulting slopes are almost identical, between
themselves and with that in Fig. 4a. It thus seems that the phenomenon described in
Perlich et al. (2003) does not provide a direct explanation for the trend of Fig. 4a.

4.1 Simulation study

The phenomenon in the real data illustrated in Fig. 4a arises from two sources—the
within and between data set reduction in error rate with increasing data set size. Teasing
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Fig. 6 (Logit error rate in function of log dataset size for datasets with multiple and unique sizes, with
linear regression line and 95% confidence envelopes. a Datasets with unique size (slope −0.31, R2 = 0.15).
b Datasets with multiple sizes, (slope −0.28, R2 = 0.09)

these sources apart to assess the magnitude of the between data set effect is difficult.
An alternative approach is to attempt to gauge the size of the within data set reduction
in error rate as sample size increases, and compare this with the combination effect
manifest in Fig. 4a. To find such an estimate of the within data set reduction, we carried
out a simulation. Of course, this simulation does not take any of the characteristics
of the real datasets into account, but it does provide a baseline—and our results are
consistent with the studies of Perlich et al. (2003).

This experiment was designed as follows:

• 2 normal classes in 10 dimensions, one located in the origin and the other at
(1, 1, . . . , 1).

• 200 training sizes varying between 50 and 10,000, with a constant step on the
logarithmic scale.

• Variable test sets, each of the same size as the corresponding training set.
• 100 runs (including sampling training and test sets) at each size.

We used identity covariance matrices for both classes, and the linear discriminant.
This is thus the simplest setting one could think about, since the linear discriminant
is the Bayes rule in this case and the classes are quite well separated (the Bayes error
rate, given by 1 − �(

√
10/2), is about 0.057). Results of the simulations are plotted

in Fig. 7, and the observed trend is similar to those reported in Perlich et al. (2003)
(the logit transform barely affects the shape of the curves, since in the region we are
investigating this function is almost linear). The expectation of the logit error rate
decreases with increasing training set size as a clear exponential curve, as the regres-
sion line of the type y = a + b exp(−cx) shown on the figure tends to demonstrate.
The parameters (a,b,c) of these lines are shown inside the plot.

Since the learning curve has a different shape from those of Fig. 4a, the comparison
cannot be straightforward. We will hence compare the b of the exponential regression,
with an ‘equivalent’ value derived from the slope of the line of Fig. 4a: we take this
equivalent value as the opposite of the slope times the length of the horizontal axis in
Fig. 7 (i.e. log(10000) − log(50)). This represents the overall decrease in (logit) error
rate over this length, and is thus comparable with b.
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Fig. 7 Training curve (on the logit scale) of the linear discriminant for two homoscedastic, well-separated
classes

The value we found for this decrease was 1.58, compared with a value of 0.14 for
b (Fig. 7). We tried a few different settings for the simulations (but with roughly the
same class separation), and the ratio between the overall decrease of Fig. 4a and b was
between 5 and 10. Of course we acknowledge the limited character of this conclusion,
due to the minimal nature of the present simulation study on one trivial dataset. In
any case it is possible to design an example which will make the decrease of Fig. 4a
appear small or large, but we did not design the study with any particular objective
other than to put the observed phenomenon of Fig. 4a into context—and it does show
that the magnitude of the trend is not negligible.

5 Other explorations

5.1 Correlation between size and dimensionality

One complication is that the (log) dataset size and the (log) dataset dimensionality are
positively correlated (correlation coefficient: 0.30), as one may expect. This means
that the observed decrease in error rate when one of the quantities increases could be
due to changes in the other quantity. To take this into account, we fitted a linear model
with both quantities as predictor variables. This regression model takes the following
simple form:

logi t (er ) = α + β log(t) + γ log( f ) (1)

where er is the error rate, t the size of the dataset and f its dimensionality. The values
of the fitted coefficients are shown in Table 1.

Comparing the coefficients of this multiple regression with those of separate lin-
ear regressions (see Fig. 4), one may observe that the coefficient of dataset size has
not changed much (−0.30 to −0.31), whereas that of dimensionality has, and quite
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Table 1 Fitted values, standard
errors, and p-values, for the
coefficients of Eq. 1

Coefficient Value SE p-value

α 1.07 0.11 0.03

β −0.31 0.01 0

γ 0.04 0.02 0.05
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Fig. 8 Logit of default error rate against log of training size, with linear regression line (slope −0.03,
standard error 0.01)

dramatically (−0.12 to +0.04). In any case, the relatively large standard error (though
still quite small) and p-value for the latter coefficient seem to indicate that most of the
trend observed in Fig. 3b was in fact due to the correlation between dataset size and
dimensionality. The coefficient for sample size, β, is still markedly different from 0
in this model.

5.2 Default error rate

Another potential explanation for the trend of Fig. 4a would be that, for some curious
reason, large datasets are ‘simpler’. It is difficult to test this hypothesis with the data
we have at hand (besides, defining the ‘difficulty’ of a dataset is non-trivial), but as
a very crude answer we can look at the default error rate, i.e. the error rate of a clas-
sification method which would assign every example to the most represented class
in the training set. Figure 8 shows the logit of this default error rate against the log
of dataset size. The plot displays a slight decreasing trend, but certainly nothing like
that of Fig. 4a. Hence there is no reason to believe that large datasets are particularly
easier, at least using this very crude measure of default error rate.

5.3 Error rate estimation

One possible factor which may have an influence on the observed trend is the method
of error rate estimation. The two methods which are widely used (indeed the only ones
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Fig. 9 Logit of error rate against (log) dataset size, according to error rate estimation procedure. a Cross-
validation, 3,145 results (slope −0.31, R2 = 0.12). b Single test set, 2,050 results (slope −0.27, R2 = 0.10)

which we encountered) are cross-validation and single partition in training and test
set. As the first one is being used mostly for small datasets and the second one mostly
for large ones, one could wonder whether the trend we observed was partly due to
this factor. We hence repeated the previous analysis after splitting our dataset in two
subsets, one for each estimation method. As an aside, we considered ‘leave-one-out’
as a particular case of cross-validation and we removed the 8 observations where the
error rate estimation procedure was unspecified. Results are shown on Fig. 9. Both
slopes are still negative and the same magnitude, and hence we may conclude that the
estimation procedure appears to have little to no influence on the observed trend.

5.4 Large datasets

Another objection to our finding would perhaps be that some datasets, especially the
very large ones, are distorting the fit. To investigate this issue we removed the points
with the 5% largest sizes in our data (i.e. sizes of 11,220 or more), and repeated the
analysis. This represents the removal of 291 results related to 11 datasets (Chrom,
CredMan, Cut50, Digit, Krk, Letter, Netpho, Netstr, Nettyp, Protein, SatIm, Shuttle).
Again, Fig. 10 shows that this operation had almost no influence on the trend.

6 Conclusion

Despite our best efforts, the trend of Fig. 4a is still puzzling. The simulation study we
carried out demonstrated that it is not negligible, compared with the negative slope
of a classic learning curve. The results of a multiple regression, accounting for the
correlation between datasets size and dimensionality, did not reduce the coefficient of
dataset size. And finally, the default error rate does not decrease in the same way as
the actual error rate.

We are thus left with the impression that there is simply a sizeable dearth of large
and difficult datasets and, for lack of other convincing explanations, we suspect that
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Fig. 10 Logit of default error
rate against log of training size,
with the 5% largest sizes
removed (slope −0.32,
R2 = 0.11)
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this has more to do with how datasets are collected and/or designed. The simplest
explanation of this is perhaps what may be called the ‘pessimism’ of dataset build-
ing. Whether datasets are completely manufactured or collected from real physical
processes, the scientists who build them would usually start incrementally, by look-
ing at few examples, and if the results do not seem promising they would include
more variables, or change the problem completely, or even give up. This perfectly
sensible behaviour results logically in few large and difficult datasets being created,
and perhaps even fewer stored in a repository for technical reasons. To put it in the
language of publication bias, classification tasks where one has to collect thousands
of examples to get a reasonable error rate are likely to stay in the ‘file drawer’ or never
actually appear.

Perhaps the most important question is: what does this mean in practice? If nothing
else, it seems to bring some concrete evidence to the apparent consensus that datasets
taken from the UCI repository (like most of those of our study) are ‘too easy’. Holte
(1993) was already arguing along those lines more than a decade ago, but hopefully
this will change with the inclusion of larger, harder datasets. The community has
responded to this by a sort of ‘healthy doubt’ about the results of comparative studies
including UCI datasets (Salzberg 1997; Soares 2002), but they still do appear very
frequently in published work.

Because learning curves of different methods often cross, Perlich et al. (2003)
concluded “These results (…) call into question the practice of experimenting with
smaller data sets (for efficiency reasons) to choose the best learning algorithm, and
then ‘scaling up’ the learning with the chosen algorithm”. Our own observation hence
additionally suggests that, if one wishes to bypass this ‘small-dataset’ curse, and hence
consciously chooses large datasets from the set of commonly available datasets, then
one will tend to get good results, whatever method is used.
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