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Abstract:   Aim at the defects of easy to fall into the local minimum point and the low convergence speed of back propagation (BP)
neural network in the gesture recognition, a new method that combines the chaos algorithm with the genetic algorithm (CGA) is pro-
posed. According to the ergodicity of chaos algorithm and global convergence of genetic algorithm, the basic idea of this paper is to en-
code the weights and thresholds of BP neural network and obtain a general optimal solution with genetic algorithm, and then the gener-
al optimal solution is optimized to the accurate optimal solution by adding chaotic disturbance. The optimal results of the chaotic genet-
ic algorithm are used as the initial weights and thresholds of the BP neural network to recognize the gesture. Simulation and experiment-
al results show that the real-time performance and accuracy of the gesture recognition are greatly improved with CGA.

Keywords:   Gesture recognition, back propagation (BP) neural network, chaos algorithm, genetic algorithm, data glove.

 

1   Introduction

Recently, gesture  recognition  has  been  the  hot  re-

search  field  of  human-computer  interaction[1–4],  and  the

key parameters to measure the effective of gesture recog-

nition  algorithm  are  instantaneity  and  accuracy.  The

deep learning of  neural  network is  applied to  every field

of  technology[5],  for  the  back  propagation  (BP)  neural

network  has  strong  advantages  of  good  adaptability,

simple principle,  easy  implementation,  etc.,  and  it  is  of-

ten  used  for  gesture  recognition.  Jiang  and  Ruan[6] used

CAS_Glove data glove to collect the flexion angle of hand

joints, and then used the BP neural network to learn and

recognize the gesture, which finally obtained the good re-

cognition effect.  But the BP neural  network is  easily  af-

fected by the initial condition of parameters and falls in-

to  local  minimum  during  the  learning  process[7].  Zeng[8]

talked about  how to  improve  the  learning  rate  and  mo-

mentum  factor  of  BP  neural  network,  and  the  learning

speed  was  increased  to  some  degree,  but  its  ascending

space is limited, and different systems need different test

constantly. You et al.[9] used simulated annealing (SA) to

optimize the BP neural network, the random disturbance

was added to the weight and threshold during the itera-

tion of the traditional BP neural network, which not only

makes the  network  out  of  local  optimum,  but  also  im-

proves the learning ability of the network. Salim[10] adop-

ted  particle  swarm  optimization  (PSO)  to  improve  the

BP  neural  network.  The  weights  and  thresholds  of  the

neural  network  are  used  as  the  initial  population,  and

then  the  global  optimization  is  realized  with  different

search speed according to the different locations of the in-

dividuals  in  the  search  space.  At  the  same  time,  the

particles  of  the  PSO  falling  into  the  local  minimum are

optimized  with  the  self-adaptive  mutation  operator  to

particle algorithm in PSO.

Genetic  algorithm  (GA)[11, 12] is an  intelligent  al-

gorithm  which  is  first  proposed  by  Professor  John  in

1975. The  algorithm  is  a  heuristic  global  search  al-

gorithm, which is widely used in the fields of function op-

timization,  algorithm  combination,  robotics  and  image

processing,  etc.[13] Its main principle  is  to encode the re-

search object to the initial  individual,  and then the best

individual is obtained after the individual selection, cros-

sover  and  mutation  operation  according  to  the  fitness

function.  In[14],  the  weights  and  thresholds  of  the  BP

neural network are encoded by the GA algorithm for the

reverse correction process. At the same time, the combin-

ation  of  binary  coding  and  real  number  coding  are  used

to  increase  the  searching  range.  Simulation  results  show

that the  combination  of  GA-BP can  improve  the  accur-

acy of the system greatly.

The main  features  of  the  genetic  algorithm  are  dir-

ectly object  operating  and  without  relevant  to  the  func-

tion  derivability  and  continuity[15].  Therefore,  the  defect

of BP neural network, which is easy to fall into local min-

imum can be solved easily by using genetic algorithm to

optimize the BP neural network. But in view of the con-

dition of  multiple  variables  and  constraints  in  the  pro-

cess of gesture recognition[16], optimization of the process
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needs a long time and is prone to cause the phenomenon

of gene loss.

In recent years, the chaos theory[17, 18], a kind of non-

linear dynamic algorithm, is mainly used in two ways. On

one hand, it is used as a separate algorithm for engineer-

ing application,  including  secure  transmission,  crypto-

graphy, telecommunications, etc. On the other hand, it is

used  as  an optimization  algorithm combining  with  other

algorithms to improve the performance of the algorithm.

Its main principle is to make the solution space of the re-

search  object  mapped  to  the  chaotic  space  by  a  specific

way[19, 20]. Using the randomness,  ergodicity and regular-

ity of chaotic variables, the global optimal solution can be

obtained through repeatedly traversing of  all  the motion

states,  and  finally  the  chaotic  variables  are  reflected  to

the solution space from chaotic space. Yin et al.[21] intro-

duced the  nonlinear  self-feedback  chaos  learning  al-

gorithm  to  the  weights  of  BP  neural  network,  it  has

faster learning speed and higher search accuracy, but the

separate  chaos  algorithm  is  not  suitable  for  wide  range

search space for the low search speed.

From the  above,  this  paper  combines  the  chaos  al-

gorithm  and  genetic  algorithm  (CGA)  to  recognize  the

hand gesture. The basic idea is to achieve global optimiz-

ation  through  continuous  iteration.  Firstly,  the  general

optimal solution is obtained after the selection, crossover

and mutation operators of each iteration with genetic al-

gorithm, then the general optimal solution is optimized to

the accurate optimal  solution by adding chaotic  disturb-

ance. The  optimal  results  of  the  chaotic  genetic  al-

gorithm are used as the initial weights and thresholds of

the BP neural network to recognize the gesture.

2   CGA-BP gesture recognition overall
design

The  data  of  gesture  is  captured  with  the  5DT  data

gloves[22] in  this  paper.  The  data  glove  has  8-bit  open

bending characteristics, and it is comfortable and without

data  drift.  The  data  glove  has  14  sensors  to  test  the

bending angle of five fingers, and the value of each sensor is [0, 1].

Fig. 1 shows the sensor distribution of 5DT data glove.

The absolute value of the sensor is different when dif-

ferent  operators  dress  it,  and  even  the  same  operator

makes  the  same  gesture.  But  the  absolute  value  of  the

sensor and the relative change in the range of finger mo-

tion are small, so it is possible to establish a common ges-

ture template which is for multi-user collaborative opera-

tion.  We collected 300 sets  gesture  data of  persons from

different ages and gender. 270 sets of data are used to es-

tablish gesture template for the learning process and the

left  30  sets  of  data  are  used  to  neural  network  testing.

Ten gesture templates icon and the corresponding digital

definition are shown in Table 1.

Three layers  BP  neural  network  is  adopted  for  ges-

ture recognition in this paper, and the neurons number of

the three layers are 14–13–5. The 14 neurons of input lay-

er  correspond  to  the  data  glove′s  14  sensor  value  after

uniformization.  The  5  neurons  of  output  layer  are  the

composition  of  bent(1)  and  extension(0)  for  each  finger.

The neurons  number  of  the  hidden  layer  can  be  calcu-

lated with the following empirical formula[23]:

n1 =
√
n0 + n2 + a (1)

where n0, n1 and n2 are  the  numbers  of  neurons  in  the

input layer, hidden layer and output layer, respectively; a

is an arbitrary constant between 1 and 10.

3   Problems of BP neural network

Zm
i,P

This paper  studies  the  three  layers  BP  neural  net-

work established in Section 2. Assuming the sample num-

ber  that  need to learn in the gesture  template  library is

N, and the neurons numbers for each layer are n0, n1 and

n2,  respectively.  The  activation  function  in  the  layer m

and the node i is  in the sample P. The weight of the

 

Table 1    Definition of gesture template

Gesture to
figure

Digital
definition

Gesture to
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11000 10111

11100 10011
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Fig. 1     Sensor distribution of 5DT data glove
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ωm
i,j

ηm
0,j

f(x) Om
j,P

Tj,P

connection  is  between  the  layer m with  the  node j

and the layer m-1 with the node i,  and the threshold of

this node is expressed as .  The activation function of

each layer is defined as ,  is the output value of

the layer m and the node i in the sample P, and  is

the expected output of the output layer in nodes j.

The positive  learning  process  of  the  BP  neural  net-

work is

Zm
i,P = ηm

0,i +

nm−1∑
j=1

ωm
j,iO

m−1
j,P (2)

Om
i,P = f(Zm

i,P ). (3)

Usually,  the squared error between the actual  output

and  the  expected  output  of  the  network  is  used  as  the

evaluation criterion, its specific formula is

E =
1

2

N∑
P=1

n2∑
j=1

(
Tj,P −O2

j,P

)2
. (4)

The learning process  of  reverse BP neural  network is

constantly adjusting the weights and thresholds.

Assuming the learning rate is α, and the learning pro-

cess is



∆ω2
i,j = −α

∂E

∂ω2
i,j

∆η2
0,j = −α

∂E

∂η2
0,j

∆ω1
i,j = −α

∂E

∂ω1
i,j

∆η1
0,j = −α

∂E

∂η1
0,j

.

(5)

Assuming k is the current learning times, the revision

process of the weights and thresholds is

ωm
j,i(k) = ωm

j,i(k − 1) + ∆ωm
j,i(k) (6)

ηm
0,j(k) = ηm

0,j(k − 1) + ∆ηm
0,j(k). (7)

In  order  to  make  the  values  of  (6)  and  (7)  stable,

which  means  obtaining  the  extreme  value,  (5)  should

equal to zero, i.e.,

∂E

∂ω2
i,j

=
∂E

∂η2
0,j

=
∂E

∂ω1
i,j

=
∂E

∂η1
0,j

= 0. (8)

However, if the error is still large when (8) holds, the

weight  and  threshold  value  can  not  be  revised,  which

means  it  falls  into  a  local  minimum.  So  we  use  the

strategy that  combined  genetic  algorithm  and  chaos  al-

gorithm to adjust the weights and thresholds to improve

the speed and accuracy of the algorithm.

4   Genetic algorithm

For a general optimization problem:

min f(x1, · · · , xr) (9)

s.t. ai ≤ xi ≤ bi, i = 1, · · · , r (10)

where xi is the study variable, the variable range of xi is

[ai, bi], and r is the number of variables.

The basic steps of genetic algorithm are:

14× 13 + 13 + 13× 5 + 5 = 256

sizepop = 15 gen = 20

1)  Individual  encoding:  Encoding  is  usually  realized

through the binary coding and the actual coding, however

we adopt the real number coding method in this paper to

encode xi,  which  represents  the  weight  value  and

threshold  of  BP  neural  network.  The  coding  length  is

,  the  population  size  is

, the maximum hereditary algebra is .

2) Determining of the fitness function: The actual out-

put of the BP neural network is Ti,  the expected output

is Oi, so the error of BP neural network is defined as

err =

n2∑
i=1

1

2
× (Ti −Oi)

2. (11)

Because the optimal solution in this paper is the min-

imization problem, the reciprocal of BP neural network is

selected as the fitness value, which is

fitness(k) =
1.0

err(k)
(k = 1, 2, · · · , sizepop). (12)

(µ+ λ)

3) Selection  process:  The  selection  process  is  an  im-

portant part  in  the  population  evolution,  and  the  com-

mon  selection  procedures  including  roulette  selection

method[24], tournament selection method[25],  selec-

tion[26], sorting selection, elitist selection[27] truncation se-

lection,  etc.  We  combine  the  roulette  selection  method

with elitist selection method to produce the next genera-

tion  individuals.  The  individuals  with  the  largest  fitness

value  are  not  operated  for  crossover  and  mutation,  but

directly transfered to the next generation through hered-

ity.  The  left  individuals  are  chosen  using  the  roulette

wheel selection method, and the probability that each in-

dividual is chosen as the next generation is

ps(k) =
fitness(k)

sizepop−1∑
k=1

fitness(k)

. (13)

4)  Crossover  operation:  Crossover  operation[28] plays

an  important  role  in  the  genetic  algorithm,  and  it  is

closely  related  to  the  search  ability  of  genetic

algorithm[29].  The simulation binary crossover  is  adopted

to realize the crossover operation, and the crossover coef-

ficient ri can be calculated firstly with the following equa-
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tion:

ri =


(2ui)

1
(ηc+1) , ui < 0.5

1

2(1− ui)

1
(ηc+1)

, ui ≥ 0.5
(14)

i ∈ [0, length− 1] ηc = 10 x1
i x2

i

p1i
p2i

where ui is  a  random  number  which  belongs  to  [0,  1],

, ,  and  are progenies of the

individuals  determined  by  the  parent  individuals  and

 through the following formula:{
x1
i = 0.5[(1 + ri)p

1
i + (1− ri)p

2
i ]

x2
i = 0.5[(1 + ri)p

1
i + (1 + ri)p

2
i ].

(15)

5) Variation operation: The main effect of variation is

the  introduction  of  variation  operators  to  generate  new

individuals[30, 31], and enrich the pattern diversity. In this

paper,  the  polynomial  form of  variation  rule  is  adopted,

and the variation coefficient δ can be obtained with for-

mula (16).

δ =

{
(2u)

1
(ηm+1) − 1, u < 0.5

1− [2(1− u)]
1

(ηm+1) , u ≥ 0.5
(16)

ηm
ηm = 10

where u is a random number which belongs to [0, 1], 

is  a  random  number,  and  we  defined .  After

mutation, each individual gene can be expressed as:

xi = pi + δ∆max (17)

∆maxwhere  is the maximum range of variation.

k = gen

6) Evolution stopping criteria: When the number of it-

erations  or  after  five  consecutive  iteration,  the

best individual  remains  the  same,  then  the  genetic  al-

gorithm ends, and the optimal solution is output.

5   Chaos algorithm

The ergodicity of the chaos algorithm ensures that the

chaotic variable can traverse each point of the space and

jump out of the local optimum. The sensitivity to the ini-

tial value makes the two individuals completely different

even their fitness values are very near. It can not only re-

serve the best individual, but also maintain the diversity

of the population. In this paper, we use the combination

of Tent mapping and Logistic mapping to generate chaot-

ic sequence. Tent mapping[32] is used to generate the ini-

tial  value  of  chaotic  variables,  and  the  Logistic

mapping[33] of genetic  algorithm  is  used  for  chaotic  dis-

turbance.

5.1   Tent mapping

Tent mapping is a piecewise linear mapping and it has

the  performance  of  simple  structure,  good  sensitivity  to

the initial value and good correlation[34]. The classic Tent

mapping is

xn+1 =


1

µ
xn, 0 ≤ xn < µ

1

µ
(1− xn), µ ≤ xn ≤ 1.

(18)

µ = 0.5Taking constant , in this case the sequence ob-

tained for the different parameters has the uniform dens-

ity distribution. The defects of the classic Tent mapping

are  that  the  segmentation  of  the  adjacent  point  has

stronger  related  feature.  Because  the  digital  accuracy  is

limited  in  the  calculation  process,  the  obtaining  of  some

inherent fixed point from the initial value after a finite it-

eration becomes meaningless. In this paper, we use a lin-

ear  combination  to  avoid  the  shortcomings  mentioned

above, and the basic expression is

xn+1 =

{
2xn + p sin(qxn), xn < 0.5

2(1− xn)− p sin(qxn), xn ≥ 0.5.
(19)

where p and q need  to  satisfy  the  following  constraint

conditions respectively:

p = 2πn, n ∈ Z ∩ n ̸= 0

0 ≤ 2

q
arccos(− 2

pq
) + p sin

[
arccos(− 2

pq
)

]
≤ 1.

x0 = 0.36Setting the initial value , and the chaotic se-

quence  is  produced  according  to  (19). Fig. 2 shows  the

distribution histogram of the initial values of the random

sequence  mapped  with  the  Tent  mapping. Fig. 3 is  the

distribution  histogram of  the  initial  values  mapped  with

Logistic  mapping.  According  to Figs. 2 and 3,  it  can  be

concluded  that  the  initial  values  generated  with  Tent

mapping can avoid the peak states on the terminals of 0

and  1  generated  with  the  Logistic  mapping,  that  means

the initial values are more smooth.

5.2   Learning algorithm

The crossover  and  mutation  operators  of  genetic  al-

gorithm increase the diversity of the population, but the
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Fig. 2     Distribution histogram of Tent mapping
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optimal speed is slow. So we add the chaotic disturbance

to the variables of genetic population to speed up the op-

timization. Chaos optimization is realized by chaotic vari-

ables, and we adopt the improved Tent mapping to com-

plete the space map, (19) is the specific calculation equa-

tion.

X∗ = {x∗
1, x

∗
2, · · · , x∗

i , · · · , x∗
n}Assume the individual is 

after the selection,  crossover and mutation of  genetic  al-

gorithm,  and  the  chaos  algorithm  is  adopted  to  disturb

this individual, the perturbation formula is

δ′k = (1− α)δ∗ + αδk (20)

δk

X∗ = {x∗
1, x

∗
2, · · · , x∗

i , · · · , x∗
n}

δ∗k
α

where  is  the  chaos  disturbance  vector  of  the k-th

iteration, δ* is  the  vector  of  optimal  solution

 after  chaotic  change,  and

 is  the  random  chaotic  perturbation  vector.  The

variable scale chaos method is used to get the value of ,

and the specific equation is

α = 1−
(
k − 1

k

)n

. (21)

α

α

At the beginning of iteration, the value of  is larger,

and  the  space  of  chaos  traversing  is  larger,  so  a  rough

search is carried out in this case. With the increase of the

number of iterations, the value of  is gradually reduced

and the detailed search works.

The fitness value of the new individual was calculated

after  each  iteration.  The  new  individual  disturbed  with

chaos  will  be  chosen  as  the  current  optimal  individual

when its fitness value is larger than the original individu-

al, otherwise, iterating continues. If the optimal individu-

al values have no change after 5 consecutive iterations, it-

eration will be stopped. The optimal solution will be out-

put and mapped to the solution space from chaotic space.

The mapping formula is as follows:

xmi = ai + (bi − ai)umi. (22)

6   Algorithm learning process

The principle  of  CGA optimizing  the  BP neural  net-

work is encoding the weights and threshold values of BP

neural network,  and  then  the  optimal  solution  is  ob-

tained using the ergodicity of chaotic algorithm and glob-

al convergence of genetic algorithm. Finally, this optimal

solution  is  used  as  the  initial  weights  and  thresholds  of

BP  neural  network  to  predict  the  gesture  recognition

template.  The algorithm flow chart of  the overall  design

is shown in Fig. 4.

7   Simulation

7.1   Simulation of algorithm function

In  order  to  show the  effectiveness  of  CGA algorithm

modifying  the  BP neural  network,  three  commonly  used

standard test functions are selected: Rosenbrock function,

Ackley function  and Griewank function.  The main  char-

acteristics  of  the  three  test  functions  and  the  function

curves are shown in Table 2.

The BP neural network, GA modified BP neural net-

work and  CGA  modified  BP  neural  network  are  imple-

mented using Matlab. Each algorithm runs 50 times, and

the mean value, maximum value, and minimum value of

the error are calculated, and the number of iterations to

find the global optimal solution is obtained. The final er-

rors of the three algorithms after 1 000 iterations are shown in

Table 3, and the average iteration steps to find the glob-

al optimal solution of each algorithm are shown in Table

4.

The data in Tables 3 and 4 show that the BP neural

network may  fall  into  the  local  optimization  in  the  pro-

cess of global optimization with the three kinds of stand-

ard test functions. GA-BP algorithm can solve this prob-

lem of BP neural network but the recognition rate is still

limited.  CGA-BP optimization  algorithm can  be  able  to

find the  global  optimal  solution  only  after  a  few  itera-

tions. It  can  overcome  the  defects  of  the  pure  BP  al-

gorithm, GA-BP  algorithm,  and  the  algorithm  conver-

gence speed is improved greatly.

7.2   Matlab simulation

In order  to  verify  the  effectiveness  of  the  CGA  al-

gorithm modifying BP neural network in gesture recogni-

tion, we use Matlab to complete the simulation. The set-

ting of simulation parameters are as follows:

1)  Sample:  Number  of  total  samples  is  500,  learning

samples is 400, the number of test sample: 100.

η2) The BP neural network: Learning factor  = 0.2, ex-

pected  error error = 10–4,  maximum  number  of  learning

maxstep = 5 000,  and  the  hidden  layer  and  output  layer

function  adopt  the  Logsig  function  and  Purelin  function

respectively.

3)  Chaos  genetic  algorithm:  Crossover  probability
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Fig. 3     Distribution histogram of Logistic mapping
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pc = 0.6, mutation probability pm = 0.1.

Learning  with  BP  neural  network,  genetic  algorithm

improved  BP  neural  network,  and  CGA  improved  BP

neural  network,  the  learning  error′s  falling  curves  of  the

three networks are shown in Figs. 5–7.

In Fig. 5,  the  final  system  error  is  0.005 655 8  after

5 000 times learning with BP neural network, and the er-

ror change rate is near zero, but it falls into the local op-

timum. In Fig. 6, GA modifies the BP neural network and

learns 5 000 times. The error is 0.000 418. The results are

very  near  to  the  desired  error,  and the  error  rate  is  not

zero, that means it will  not fall  into the local minimum,

but  its  learning  time  is  much  longer.  In Fig. 7,  the  BP

neural  network  modified  by CGA learns  only  608  times,

the final error has reached the ideal error and the learn-

ing time is greatly reduced. The final error is smaller than

 

Table 2    Main features of the test function

Function Expression Variable interval Function curve

Rosenbrock f(x) =

n−1∑
i=1

(100(x2
i − xi+1)

2
+ (xi − 1)2) [–8, 8]

Ackley f(x) = 20 + e− 20 exp

−0.2

√√√√√n−1∑
i=1

x2
i

n
− exp

n∑
i=1

cos 2πxi

n

 [–8, 8]

Griewank f(x) =
1

4000

n∑
i=1

x2
i −

n∏
i=1

cos

(
xi√
i

)
+ 1 [–8, 8]
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Fig. 4     Flow chart of CGA modifying BP network
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the results of GA modified BP neural network. The ana-

lysis  curves  of  linear  regression  of  different  algorithms

modified BP neural network are shown in Figs. 8–10. The

dotted line  represents  the  regression  curve  of  the  expec-

ted output, and the solid line shows the linear regression

curve after the sample learning.

In Fig. 8,  the  slope  of  the  linear  regression  curve  is

0.991 94. The final study data is scattered around 1, and

the dispersion is  larger,  which is  [0.83,  1.125].  The slope

of  the  linear  regression  curve  is  0.999 74,  and  the  final

data is [0.9, 1.05] in Fig. 9. In Fig. 10, the slope of the lin-

ear  regression  curve  is  0.999 94,  and  the  final  data  is

[0.96, 1.02].  From the above data analysis,  it  can be ob-

tained that  the  CGA  can  optimize  the  BP  neural  net-

work, avoid the defects of BP neural network falling into

the  local  minimum,  and  improve  the  recognition  speed

and accuracy.

 

Table 3    Error statistics after 1000 iterations

Function BP GA-BP CGA-BP

Rosenbrock Maximum 0.072 0.180 0.000

Minimum 0.005 0.001 0.000

Average 0.054 0.009 0.000

Ackley Maximum 0.124 0.054 0.000

Minimum 0.006 0.007 0.000

Average 0.035 0.012 0.000

Griewank Maximum 0.118 0.038 0.000

Minimum 0.007 0.000 0.000

Average 0.021 0.002 0.000
 

 

Table 4    Number of average iterations (Global optimal solution
is not found)

Function BP GA-BP CGA-BP

Rosenbrock 1 823 982 524

Ackley – 901 508

Griewank – 912 521
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Fig. 5     Learning error curve of BP
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Fig. 6     Learning error curve of BP modified by GA
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Fig. 7     Learning error curve of BP modified by CGA
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Fig. 8     Linear regression curve of BP
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7.3   Application program development

The signal data obtained by the operator wearing the

data  glove  is  a  continuous  data  flow.  In  the  application

development process, the timer is used to sample the con-

tinuous data  flow,  and  the  discrete  static  gesture  is  ob-

tained. The measured gesture can only be compared with

the existing data template in the database to output the

optimal  solution.  In order  to avoid external  interference,

an error threshold is set up. When the error is less than

the threshold,  it  begins  to  recognize,  conversely,  the  in-

valid  gesture  is  considered.  A  gesture  of  16 s  matching

data flow curve is shown in Fig. 11.

Simulation  results  of  Matlab:  Through  simulation,  it

can  be  found  that  when  the  error  is  less  than  0.1,  two

consecutive segments  of  gesture  may  have  the  interfer-

ence phenomena; but when the error is greater than 0.1,

all gesture can be recognized normally. Therefore, we set

0.1 as the error threshold.

The hand gesture recognition platform of data glove is

developed based on VS2008 MFC, two similar gesture re-

cognition results are shown in Figs. 12 and 13.
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Fig. 9     Linear regression curve of BP modified by GA
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Fig. 10     Linear regression curve of BP modified by CGA
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Fig. 11     Matching curve of gesture recognition

 

 

 
Fig. 12     First gesture recognition process

 

 

 
Fig. 13     Second gesture recognition process
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The BP neural  network is  used in  the  actual  gesture

recognition after learning. Ten different operators are se-

lected to wear the data glove for gesture recognition, and

each person repeats the same gesture for 30 times. We re-

cord the times of correct recognition and the average re-

cognition  rate.  Gesture  recognition  results  are  shown  in

Table  5,  and  the  average  recognition  rate  can  reach

98.67%.

8   Conclusions

The  paper  uses  the  combination  of  chaos  algorithm

and genetic algorithm to optimize the BP neural network

and to recognize the gesture based on BP neural network.

First of  all,  the topology of  BP neural  network is  estab-

lished, the weights and threshold value of neural network

are encoded  to  form  the  individual  species,  and  the  ini-

tial optimal  solution  is  obtained  through  the  genetic  al-

gorithm  selection,  crossover  and  mutation  operations.

Then, the chaotic disturbance is added to the initial  op-

timal  solution to  make the iteration working to  find the

optimal solution. Finally, the optimal solution is used as

the  initial  weights  and  thresholds  of  BP  neural  network

to  learn.  Experimental  results  show  that  the  BP  neural

network is easy to fall into local minimum, and the con-

vergence  is  slower.  The  modified  BP  neural  network

based  on  genetic  algorithm  solves  the  problem  of  BP

neural easy to fall into the local minimum, but the learn-

ing speed is  not increased obviously.  The CGA modified

BP neural  network  can  not  only  solve  the  problem that

BP neural network is easy to fall into local minimum, but

also  accelerate  the  convergence  speed,  and  the  precision

of the  optimized  BP  neural  network  is  improved  obvi-

ously.
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