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Abstract: Evaluating individuals′ personality traits and intelligence from their faces plays a crucial role in interpersonal relationship

and important social events such as elections and court sentences. To assess the possible correlations between personality traits

(also measured intelligence) and face images, we first construct a dataset consisting of face photographs, personality measurements,

and intelligence measurements. Then, we build an end-to-end convolutional neural network for prediction of personality traits and

intelligence to investigate whether self-reported personality traits and intelligence can be predicted reliably from a face image. To our

knowledge, it is the first work where deep learning is applied to this problem. Experimental results show the following three points: 1)

“Rule-consciousness” and “Tension” can be reliably predicted from face images. 2) It is difficult, if not impossible, to predict intelligence

from face images, a finding in accord with previous studies. 3) Convolutional neural network (CNN) features outperform traditional

handcrafted features in predicting traits.
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1 Introduction

Since the ancient Chinese, Egyptian and Greek times,

people have tried to establish relationships between facial

morphological features and individual personality traits[1],

which is known as physiognomy. People tend to evaluate

others on their appearances and then interact with them

based on their first impressions. Currently, psychologi-

cal studies[2] have showed that faces play a central role

in people′s everyday assessments of other people. Humans

perform trait judgments from faces unconsciously, which

may have a great influence on the results of important so-

cial events such as elections[3, 4] and court sentences[5]. The

works in [6, 7] show that at least four personality traits

(agreeableness, conscientiousness, extraversion and domi-

nance) can be inferred reliably by humans from facial fea-

tures.

To investigate whether the trait evaluations performed by

humans can be learned automatically by computers, Rojas

et al.[8, 9] constructed an automatic trait predictor based on

facial structural and appearance descriptors. They found

that all the analyzed personality traits could be predicted

accurately.
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Wolffhechel et al.[10] studied the relationship between

self-reported personality traits and first impressions, and

a normative self-reported questionnaire (cubiks in-depth

personality questionnaire, CIPQ 2.0) was used to measure

participants′ personality traits. The results showed that

some personality traits could be predicted from faces to a

certain extent. Kleisner et al.[11] used face photographs of

40 men and 40 women to investigate the relationship be-

tween measured intelligence and facial features, and little

correlation was found.

In this work, we further investigate whether self-reported

personality traits and measured intelligence can be pre-

dicted from face images by gathering more samples and by

applying deep learning. In the previous works on predict-

ing personality traits and intelligence, handcrafted textural

descriptors were used to extract facial features from face

images and typical machine learning methods were used

to train the models. Instead, here we train an end-to-end

convolutional neural network (CNN) to predict personality

traits and intelligence where the facial features are automat-

ically learned from the face image. We design a multi-task

neural network to predict all the personality traits and in-

telligence jointly. Inspired by the fact that the performance

of a CNN can be improved by transferring learning[12, 13].

The visual geometry group (VGG) Face[14], which performs

well on the labeled faces in the wild (LFW)[15] dataset, is

utilized as part of our proposed network.

Note that over the past twenty years, there has been huge

progress in face recognition. Deep learning has achieved

great success on face recognition[14, 16−22] and significantly
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outperformed the existing systems using low-level

features[23−32] . However, so far as we know, there is no

such a work that employs CNNs to predict personality

traits and intelligence from the human face.

Our experimental results show that some personality

traits can be predicted from face images reliably and may

depend largely on genetic qualities, while some others may

rely on the social environment largely, no reliable prediction

is possible by face images for measured intelligence, no evi-

dent linear correlation between the predicted scores and the

measured scores of the personality traits and intelligence is

found in the results of regression experiments.

In summary, our work makes two major contributions.

Firstly, we build an end-to-end neural network to extract

features and implement classification or regression to pre-

dict personality traits and measured intelligence from the

human face for the first time. Secondly, we construct a

dataset for East-Asian race to investigate the correlations

between personality traits, measured intelligence and face

images. The dataset consists of face photographs, person-

ality measurements and intelligence measurements.

2 Dataset

We construct a dataset named as physiognomy dataset

to investigate the correlations between personality traits

(also measured intelligence) and face images. It consists

of face photographs, personality measurements and intelli-

gence measurements. Our dataset is designed for the East-

Asian race, different from the existing works[33] which tar-

get Caucasian race. Face photographs of 186 people (94

men and 92 women) are included in the dataset. The par-

ticipants were photographed with neutral expression when

sitting in front of a white background.

Ethics statement. This research was approved by the

Institutional Review Board of the Institute of Automation

of the Chinese Academy of Sciences. The participants were

asked to give verbal consent to participate in the research

and all data were collected after this consent was obtained.

The consent is thereby documented by the recording of the

data. The guidelines of the Ethics Committee, Ministry of

Health of the People′s Republic of China state that written

consent is only required if biological samples are collected,

which was not the case in this study. In addition, the data

for the self-reported personality traits and the measured

intelligence were analyzed anonymously.

Personality measurements. Cattell sixteen personal-

ity factors (16PF)[34], a normative self-reported question-

naire that scored 16 personality traits, was used to mea-

sure participants′ personality traits in our work. The traits

measured by 16PF are warmth, reasoning, emotional sta-

bility, dominance, liveliness, rule-consciousness, social bold-

ness, sensitivity, vigilance, abstractedness, privateness, ap-

prehension, openness to change, self-reliance, perfection-

ism and tension. Assessing the responses on the question-

naire by the commercial software developed by Beijing Nor-

mal University Education Training Center, a discrete score

ranging from 1 to 10 was obtained for each personality trait.

Since the subjects of this Chinese questionnaire are the stu-

dents of China, it is suitable for testing personality traits

of Chinese people. Based on these sixteen personality fac-

tors, professor Cattell performed a second-order factor anal-

ysis and acquired the following four second-order factors:

adaptation or anxiety, introversion or extroversion, impetu-

ous action or undisturbed intellect, cowardice or resolution.

The above 20 traits are used to describe the personality of

each participant in our experiments. Fig. 1 shows an exam-

ple of the 20 personality trait scores for one participant.

Intelligence measurements. To measure participants′

intelligence, each subject was instructed to fill out a Raven′s
standard progressive matrices questionnaire (SPM)[35]

which was compiled by the British Psychologist Raven in

1938. The participants′ observational ability and ability

to think clearly were primarily measured in this test. To

measure the intelligence level of the participant, the total

score for the right answers was calculated and converted to

a percentile score. This intelligence metric comprising of 60

questions is divided into five groups, A, B, C, D and E, with

12 questions in each group. Fig. 2 shows some examples of

these questions. The difficulty of problem increases grad-

ually from the first group to the last group. The internal

problems within each group are also arranged sequentially

by difficulty, from easy to difficult. The thought process

required to complete the questions differs in each group. In

our experiments, 186 participants completed the test and

the percentile scores were used to indicate their intelligence

levels.

Data preprocessing. First, we use the method de-

scribed by Qin and Zhang[36] to detect the facial landmarks

(including two pupil locations) from each face image. Then,

based on the coordinates of these two points, a similarity

transformation (a rotation + rescaling in our work) is per-

formed for all the images in the dataset such that the two

transformed pupils are horizontally positioned with a fixed

distance. An original image and its transformed image are

shown in Figs. 3 (a) and (b), respectively. In addition, for

the sake of removing the redundant background information

in the photographed images, we select the image region to

make sure the eyes lie horizontally at the same height and

leave a standard length of neck visible.

In order to remove irrelevant information such as the

background, hair and clothing, researchers usually crop the

images in facial analysis. In this work, we also cropped the

sample images using the following steps in Fig. 4. First,

the two pupils are connected by a line segment AB, then a

downwardly perpendicular segment MC is drawn where MC

= 1
2

AB and M is the midpoint of AB. Finally, the cropped

region is a square with each side = 2AB and centered at C.

Fig. 3 (c) shows an example of a cropped image.

Remarks. Due to the expensive costs on collecting and

labeling samples, Physiognomy dataset is not quite large.

However, our dataset is larger than other datasets dealing
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Fig. 1 Scores of 20 personality traits for one participant. Lengths of bars represent the scores of traits. The higher the score is, the

more salient the trait is. (Color versions of the figures in this paper are available online at http://link.springer.com.)

Fig. 2 Examples of Raven′s standard progressive matrices questionnaire

Fig. 3 Results at different preprocessing stages
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with the same problem. For the sake of protection of pri-

vacy of the participants in our experiments, physiognomy

dataset is not publicly released.

3 Personality traits prediction via

CNNs

3.1 Overview

In this paper, trait prediction is cast as a classification

problem and a regression problem respectively. To con-

struct the classification labels and the regression targets,

the personality traits scores and the measured intelligence

scores are converted into appropriate values. We propose a

CNN to tackle both problems. The inputs of the proposed

CNN are facial images, while the corresponding traits and

intelligence are used as labels in the training phase.

For the classification problem, we aim to classify each

of the referred 21 traits into two categories. Because the

score on each personality trait ranges from 1 to 10, we bi-

narize the personality traits by setting the highest 5 as the

“have-trait” class and the lowest 5 as the “do-not-have-

trait” class. Similarly, to balance the number of samples in

the two categories for the measured intelligence, we set the

percentile scores less than or equal to 75% to one category

and the scores greater than 75% to another category. The

accuracy of classification is used to evaluate the classifica-

tion model. For the regression problem, we directly set the

score of each personality trait and the percentile value of the

intelligence as the regression targets. The root mean square

error (RMSE) is used to evaluate the regression model.

3.2 Model description

As shown in Fig. 5, we propose a convolutional neural

network to explore whether self-reported personality traits

and intelligence can be predicted reliably from a face image.

Fig. 4 An illustration of the cropping proceduce for an image

Fig. 5 Architecture of the proposed network. VGG Face∗ represents the network of VGG Face omitting the last fully-connected layer
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Inspired by the fact that the performance of a CNN can be

improved by transferring learning[12, 13], the VGG Face[14],

which performs well on the LFW[15] dataset, is utilized as

part of our proposed network.

We design a multi-task neural network to predict all the

personality traits and intelligence jointly. The input of the

network is a 224 × 224 × 3 color face image. To adjust

the network fitting for our goal, we append several fully-

connected layers to the left part of the network. When

training for regression, the network in Fig. 5 (a) is adopted.

For classification, the network in Fig. 5 (b) is used.

In the classification task, all the layers except the last

one are shared by all the traits, while trait-dependent lay-

ers (one fully-connected layer and one softmax layer for

each trait k, k = 1, · · · , 21) are stacked over them. Dur-

ing training, the loss for trait k will only propagate to its

corresponding top fully-connected layer and lower shared

layers. More specifically, there are 21 fully-connected lay-

ers for 21 traits and each fully-connected layer contains two

neurons. Because each trait is classified into a binary cate-

gory, every pair of neurons corresponds to one trait. Each

fully-connected layer is fed to a two-way softmax which pro-

duces a distribution over the two class labels. The softmax

loss is used to optimize the network.

In the regression task, the network is similar to that for

classification. The lower layers are shared by all the traits

and each fully-connected layer contains one neuron. The

output of each neuron is the predicted score for one person-

ality trait or intelligence. Euclidean loss is used to measure

the distance between the predicted values and measured

ones.

Note that training for the classification task is indepen-

dent of that for the regression task and the experiment for

each task is carried out independently. Our method is im-

plemented with Caffe[37], which is one of the most pop-

ular deep learning frameworks. We train our models us-

ing stochastic gradient descent with momentum of 0.9 and

weight decay of 0.004. The weights of fully-connected lay-

ers are initialized from a zero-mean Gaussian distribution

with standard deviation 0.01. The learning rate is initial-

ized with different values according to different tasks.

Network architecture using traditional features

as input. We also design a network architecture using

traditional features as input to conduct comparative ex-

periments. Some handcrafted features have achieved good

performance in face identification and verification. Five de-

scriptors are used to represent facial features. Four are local

descriptors (histogram of oriented gradients (HOG)[38], lo-

cal binary patterns (LBP)[39], Gabor[40], and scale-invariant

feature transform (SIFT)[41]), and one is a global descriptor

(GIST[42]). The concatenation of the above five descriptors

is used as our final feature. As shown in Fig. 6, the feature

is used as the input of the designed network. A four-layer

neural network is designed and the classification module

and regression module are similar to those in Fig. 5.

4 Experimental results

In this section, we conduct experiments using Physiog-

nomy dataset and discuss the results. Face images are

aligned according to the position of pupils. The input to

the network shown in Fig. 5 is a fixed-size 224 × 224 × 3

face image, and the average face image computed on the

training dataset is subtracted in advance.

To investigate whether the self-reported personality

traits and measured intelligence can be evaluated from the

facial features accurately, we conduct classification and re-

gression experiments respectively. It is noted that Physiog-

nomy dataset is not quite large due to the expensive costs

on gaining information of personality traits and intelligence,

hence, an N-fold cross-validation scheme is used to estimate

the proposed method. The dataset is randomly divided

into 10 mutually disjoint subsets. Nine subsets are used for

training while the remaining subset is for testing. In order

to reduce overfitting, we use label-preserving transforma-

tions (transformation of RGB channels and disturbance) to

artificially enlarge the dataset 20 times. The experiments

with and without data augmentation are all conducted, and

the results are found to be close to each other. Only the

results with data augmentation are reported here.

We also conduct some comparative experiments to vali-

date the effectiveness of the proposed model using the net-

work architecture shown in Fig. 6. The concatenation of the

five descriptors is used as the input of the network.

Fig. 6 Network architecture using traditional features as input
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4.1 Classification of traits and intelligence

Table 1 shows the classification results of all the person-

ality traits and measured intelligence using different fea-

tures. For results using CNN, the accuracy scores for “Rule-

consciousness” and “Vigilance” far surpass chance levels.

The predicted accuracy of “Rule-consciousness” is higher

than 82 % and the accuracy of “Vigilance” is higher than

77%. The high predicted accuracy scores suggest that these

two personality traits may closely correlate with the facial

characteristics.

For measured intelligence, the classification accuracy

slightly exceeds the level of chance. Considering the near-

chance level predictions on measured intelligence, we may

conclude that predicting measured intelligence from face

images is difficult, if not impossible.

Psychological researchers have conducted experiments

among twins and found that approximately 50 % of a

human′s personality traits are influenced by genetics. Some

personality traits depend largely on genetic qualities, while

some others mainly depend on the social environment.

Meanwhile, biological studies demonstrate that humans′ fa-

cial characteristics are determined largely by gene. As a

result, the traits more dependent on genetic factors may

closely correlate with facial features and can be predicted

from the face images more accurately.

For results using traditional features, principal compo-

nent analysis (PCA) is used to conduct the dimension re-

duction and the results of both the original features and

reduced ones are shown in the Table 1. Fig. 7 shows the

classification results of the above three types of features for

all the traits and intelligence.

Table 1 and Fig. 7 show that the original traditional fea-

tures and reduced ones perform comparably. However, the

accuracies of classification based on CNN features exceed

that based on traditional features. It shows that the neural

network taking face images directly as input outperforms

the network taking traditional features as input.

4.2 Regression of traits and intelligence

In the regression experiments, we directly set the score

of each personality trait and the percentile value of the in-

telligence as the regression targets.

The RMSE in (1) is used to evaluate the performance of

regression.

RMSE =

√
√
√
√

n∑

i=1

(Xi − Yi)2

n
(1)

where Xi is the self-reported score, Yi is the predicted score

and n is the number of samples.

Table 2 is the performance of regression with respect to

all the personality traits and measured intelligence using

different features. The results using CNN show that the

errors of “Rule-consciousness”, “Openness”, “Perfection-

ism” and “Tension” are smaller than the errors of other

personality traits, while “Social boldness”, “Vigilance” and

“Introverted or Extroverted” are larger. This indicates that

Table 1 Mean accuracy of the classification results for the 20 traits and intelligence. “1” indicates the results using CNN, “2”

indicates the results using traditional features, and “3” indicates the results using the reduced traditional features by PCA. Best

results are written in bold

Warm Reas Stab Domin Live Cons Soci Sens Vigil Abst Intell

1 55.62 57.87 67.98 64.61 73.03 82.02 55.06 53.93 77.53 53.37 57.30

2 52.81 55.62 64.04 58.99 65.17 79.08 46.57 44.94 72.84 47.75 52.81

3 50.99 51.69 56.74 59.55 67.42 79.21 49.44 48.31 71.91 45.51 52.25

Priv Appr Open Reli Perf Tens Adap Intro Impet Cowa

1 59.55 61.80 57.30 58.99 60.11 60.67 58.43 69.10 55.06 54.49

2 56.18 55.06 52.81 53.93 53.37 56.18 55.05 63.48 48.31 52.25

3 57.87 55.62 49.44 51.69 54.92 50.56 56.18 64.04 48.88 49.44

Table 2 RMSE of the regression results for the 20 traits and intelligence. “1” indicates the results using CNN, “2” indicates the

results using traditional features, and “3” indicates the results using the reduced traditional features by PCA. Best results are written

in bold

Warm Reas Stab Domin Live Cons Soci Sens Vigil Abst Intell

1 1.991 4 1.524 8 1.802 9 1.568 6 1.898 6 1.439 2 2.037 1 1.496 5 2.114 1 1.670 1 0.194 4

2 2.183 1 1.592 7 1.881 5 1.710 1 2.049 2 1.561 3 2.151 9 1.621 9 2.265 2 1.764 7 0.208 2

3 2.121 3 1.801 0 2.017 1 1.778 2 2.075 5 1.611 5 2.360 9 1.703 7 2.345 2 1.952 6 0.343 2

Priv Appr Open Reli Perf Tens Adap Intro Impet Cowa

1 1.547 0 1.858 8 1.361 0 1.591 1 1.368 1 1.404 2 1.732 9 2.117 5 1.622 7 1.533 3

2 1.675 6 1.966 0 1.438 2 1.623 5 1.445 4 1.503 4 1.839 3 2.219 7 1.766 7 1.679 7

3 1.714 9 1.994 3 1.554 4 1.888 5 1.554 1 1.604 5 1.861 3 2.322 0 1.946 0 1.786 5
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Fig. 7 Classification results by using the CNN features and traditional features for all the personality traits as well as measured

intelligence

little relationship exists between the latter three personality

traits and face images. The fitting error of intelligence is

somewhat high, which indicates that it is difficult to predict

a person′s intelligence score from the face image accurately.

People generally do not favor a clear-cut choice, e.g., peo-

ple often remark that he or she is a bit controlling or some-

what sensitive. Because physiognomy dataset is not quite

large, and most scores for the personality traits are around

median, the regression models trained on our dataset are

more suitable for the prediction of the median scores.

Fig. 8 shows the regression results of the above three

types of features for all the personality traits and measured

intelligence. Table 2 and Fig. 8 show that the results of orig-

inal traditional features and reduced ones are comparable.

However, the errors of regression model based on CNN fea-

tures are smaller than those based on traditional features.

It shows that features directly extracted from the face im-

ages using CNN outperforms the traditional handcrafted

features.

4.3 Application of predicting personality
traits from internet images

In the above sections, we used CNN to investigate

whether personality traits and intelligence could be pre-

dicted from the human face. The regression and classifi-

cation experimental results show that, certain personality

traits could be predicted with high reliability. Therefore,

we build a new dataset to further assess our experimental

observations. As shown in Fig. 9, the dataset contains two

groups of frontal face images with neutral expression col-

lected from the Internet. The categories of the two groups

are entertainers and teachers respectively. In order to in-

vestigate whether people with similar social behaviors share

similar personality traits, the proposed model is used to

conduct the experiment. Physiognomy dataset is used to

train the network, and the newly constructed dataset is to

test.

The experimental results show that samples in the same

category share several similar personality traits. The pre-

diction results of entertainers show that they get high scores

in “Reasoning” and “Liveliness”, while low scores in “Emo-

tional Stability”. They usually learn fast and react quickly,

which verifies the high scores in “Reasoning”. The re-

sults in “Emotional stability” and “Liveliness” indicate that

they are emotionally less stable, animated and enthusiastic,

which exactly reflect the personality traits of the entertain-

ers in the dataset. Teachers get high scores in “Liveliness”

and “Extrovert” in the prediction results. They are lively,

expressive and good at communicating with students, which

verifies the results.

The above analyses show that there exists some kind of

correlation between the predicted personality traits and the

real characters. Especially for people in the same group, the

proposed model seems able to verify their general charac-

ters.
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Fig. 8 Regression results by using the CNN features and traditional features for all the personality traits as well as measured intelligence

Fig. 9 Two groups of face images. From top to down: entertainers and teachers.

5 Conclusions

In this paper, we investigate whether self-reported per-

sonality traits and measured intelligence could be predicted

from face images. An end-to-end convolutional neural net-

work is proposed to deal with the task. Both the classi-

fication and regression experiments are conducted to eval-

uate the prediction. The results show that certain per-

sonality traits could be predicted from face images rather

reliably but it is difficult to predict intelligence from face

images. Comparative experiments show that features ex-

tracted from face images using CNN perform better than

traditional handcrafted features in predicting traits. In the

future, we will combine 3D facial features and deep learning

for traits prediction. In addition, we would also enlarge our

database to include more diverse groups of people rather

currently only of college students.
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[11] K. Kleisner, V. Chvátalová, J. Flegr. Perceived intelligence
is associated with measured intelligence in men but not
women. PLoS One, vol. 9, no. 3, Article number e81237,
2014.

[12] J. Yosinski, J. Clune, Y. Bengio, H. Lipson. How transfer-
able are features in deep neural networks? In Proceedings
of the 27th International Conference on Neural Information
Processing Systems, NIPS, Montréal, Canada, pp. 3320–
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