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Abstract: In this article, the notion of pinning control for directed networks of dynamical systems is introduced, where the nodes could

be either single-input single-output (SISO) or multi-input multi-output (MIMO) dynamical systems, and could be non-identical and

nonlinear in general but will be specified to be identical linear time-invariant (LTI) systems here in the study of network controllability.

Both state and structural controllability problems will be discussed, illustrating how the network topology, node-system dynamics,

external control inputs and inner dynamical interactions altogether affect the controllability of a general complex network of LTI

systems, with necessary and sufficient conditions presented for both SISO and MIMO settings. To that end, the controllability of a

special temporally switching directed network of linear time-varying (LTV) node systems will be addressed, leaving some more general

networks and challenging issues to the end for research outlook.
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1 Introduction

Recently, the interplay between network science and con-

trol theory has seen rapid growth within several interdis-

ciplinary research fields, mainly in engineering, physics,

mathematics, computer science, biology and social sci-

ences. On the one hand, network science has been ex-

tensively investigated in the past two decades, strongly

stimulated by the exploration and advance of small-

world networks (Watts-Strogatz[1]) and scale-free net-

works (Barabási-Albert[2]), which are considered as new

developments to follow the classical notion of random

graphs (Erdös-Rényi[3]). They are merged together as a

new and fast-evolving research paradigm in the modern

computation-based and data-driven engineering and tech-

nology, which have provoked a great deal of interest and

great effort in studying network theory and its applications

today. On the other hand, the classical control theory as

a powerful tool has been indispensable to the research and

development of network science and systems engineering.

The classical concept of system (and network) controllabil-

ity is key to both systems engineering and network science,

which determines whether or not a system (or a network)

is controllable and, if not, under what conditions it can be

so[4].

In the big-data era and Omni-networking world today,

the classical systems control theory addresses more and

more large-scale networks (the Internet, wireless communi-

cation networks, transportation networks, power grids, and
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sensor networks alike). In the past, control theory was typ-

ically concerned about control problems and methods for

a single albeit higher-dimensional dynamical system, but

rarely focused on directed and inter-connected networks of

many of such systems, noticeably it did not emphasize on

the internal topological connectivity and directionality of

the interconnected systems in interest. Today′s tremendous

high-tech demands require various forms of control over

complex dynamical networks such as the Internet, wireless

communication networks, global transportation systems,

smart grids, and gene regulation networks, using advanced

facilities and devices such as supercomputers in cloud com-

puting environments, big-data sources, GPS services, etc.,

so that control theory becomes more and more important

and useful. In this regard, the mathematical graph theory[5]

is a particularly useful tool for studying the controllability,

and other relevant issues like observability, synchronizabil-

ity, stability and stabilization, for different types of complex

dynamical networks.

The recent fast-evolving development of network science

and engineering has created a corpus of new opportuni-

ties as well as challenges to classical control systems theory,

for complex dynamical networks are typically large-sized

with huge numbers of nodes and edges, which are intrin-

sically higher-dimensional and inter-connected in a compli-

cated manner with such structures as random-graph, small-

world or scale-free topologies. Moreover, they usually in-

volve nonlinearities, possess layered or switching structures

with time-varying parameters and even evolve in multiple

spatiotemporal scales.

For most large-scale and complex-structured dynamical

networks, in order to achieve certain goals, practically one

can only control just a few of their nodes via external inputs.
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Noticeably, in many cases, by controlling a few properly-

selected nodes, one can completely control the whole net-

work towards a desired goal. The key here is to understand,

for the given network, how many and which nodes should be

selected to control in order to be successful. Motivated by

this application-oriented consideration, the innovative no-

tion of “pinning control” was technically initiated in [6, 7]

as an effective control strategy that answers the fundamen-

tal questions of how many and which nodes to control (to

pin) for a given complex dynamical network[6−8].

The idea of pinning control can be best illustrated by

some examples from biology. One is about the worm

C. elegans, which has a simple neural network in its body

with statistically a few hundred neurons and a few thou-

sand synapse connections. For this worm, the question of

stimulating (controlling) how many neurons one can expect

to provoke its whole body has a rather surprising answer,

only 49 on average, less than 17 % of the total[9]. Another

example is about the beehives which migrate together to

forage[10] : “Relatively few informed individuals within fish

schools are known to be able to influence the foraging be-

haviour of the group and the ability of a school to navigate

towards a target. Similarly, very few individuals (approxi-

mately 5%) within honeybee swarms can guide the group

to a new nest site.”

From the control-theoretic point of view, these approxi-

mately 17 % of neurons and 5 % of honeybees can be viewed

as controlled individuals, through which the entire network

is manageable for completing a certain task. This control

strategy is obviously very efficient and economical. Inspired

by observations like these, a sensible question is: To effec-

tively achieve some objective on a given and fixed network

of dynamical systems, how many node systems one needs

to control and at which nodes to apply the controllers? To

answer this kind of questions, the theory and techniques of

pinning control were emerged, aiming to develop an effec-

tive control approach that can “pull one hair to move the

whole body”.

Clearly, any answer to the above question depends upon

the topology (e.g., regular, random, small-world, or scale-

free structure) of the given network and its node dynamics

(e.g., linear, nonlinear, impulsive, or hybrid systems), as

well as the network evolution (switching, temporal, time-

delayed) manner. Therefore, in pinning controllers design

and implementation, one has to take into account both the

node dynamics and the network topology. It is also evident

that to answer such questions, the conventional control the-

ory is essential but insufficient. In retrospect, this kind of

questions would not be asked by or did not even exist in

the classical control theory, which deals with large-scale sys-

tems without specifically utilizing their intrinsic topologies

and the interactive dynamics among internal subsystems.

The above observations thus motivate the current research

efforts on pinning control, aiming to extend the classical

control theory from complex systems to complex networks

of such complex systems.

2 Pinning control of directed networks

Consider a directed network of N identical nodes:

ẋi = f(xi) +

N∑

j=1

cijαijHxj, i = 1, 2, · · · , N (1)

where f : Rn → Rn is a nonlinear function in gen-

eral, satisfying well-posed conditions, cij �= 0 are coupling

strengths (weights), H is a constant inner coupling matrix,

and Λ = [αij ] is the outer coupling matrix in which αij = 1

if there exists a connection from node j pointing to node i

but αij = 0 otherwise. For network (1), the Laplacian ma-

trix is defined by L = D − Λ, with D = diag{d1, · · · , dN},
where di is the in-degree of node i, namely, the total number

of its receiving connections, i = 1, 2, · · · , N.

Throughout this article, for the given network (1), al-

ways apply linear state feedback controllers ui = −Bxi to

its right-hand side and always use linear state observations

yi = Cxi for coupling, where B and C are constant control

and observation matrices, respectively, which together lead

to a controlled network of the form

ẋi = f(xi) +

N∑

j=1

cijαijHyj − δiBxi, i = 1, 2, · · · , N (2)

where δi = 1 if such a feedback controller is applied to node

i but δi = 0 otherwise. Let Δ = diag{δ1, · · · , δN} in the

following.

Now, the pinning control problem can be precisely stated

as follows: For the controlled network (2) to achieve some

goal of control (e.g., synchronization or stabilization), de-

termine, if feasible also subject to some optimization re-

quirement (e.g., optimal energy or minimum time):

1) for how many i, one should have δi = 1, i =

1, 2, · · · , N?

2) for which i, one should have δi = 1, i = 1, 2, · · · , N?

Ever since 2002[6], this pinning control strategy has

been extensively investigated, regarding for example net-

work synchronization[8, 11, 12], stabilization[7, 13], and some

applications[14] , among other related topics[8].

In particular, synchronization of the complex dynamical

network (1) means that

||xi − xj || → 0 as t → ∞ for all i, j = 1, 2, · · · , N.

But if this is not possible to achieve by the network itself

then external control input is needed. Therefore, pinning

synchronization of the network (2) means to determine how

many and which nodes to control (to pin). This pinning

synchronization problem has been thoroughly investigated

in the current literature (see, for example, [8, 11, 12] and

references therein), and so it will not be further discussed

herein.

The present short article aims to briefly review the re-

cent progress in the study of the fundamental concept of

controllability for the controlled complex dynamical net-

works (2), leaving alone many related important topics on

different kinds of control performances and their potential

engineering applications.
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3 Controllability of directed networks

The concept of (complete) state controllability was first

introduced by Kalman in the 1960 s, for a linear time-

invariant (LTI) dynamical system of the form

ẋ = Ax + Bu (3)

where x is the system state vector and u is the control in-

put vector, with A ∈ Rn×n and B ∈ Rn×m (1 ≤ m ≤ n)

being the constant system matrix and control matrix, re-

spectively. This LTI dynamical system is usually denoted

by the matrix pair (A,B) for simplicity. It is (completely)

state controllable on the time interval [t0,∞) if for any ini-

tial state x0 ∈ Rn at time t0 ≥ 0, there exists an input

u(t) ∈ Rr defined on [t0,∞) such that x(tf ) = 0 at a finite

time instant tf > 0[4]. This is simply referred to as con-

trollability hereinafter unless otherwise indicated. Kalman

also provided a necessary and sufficient condition for the

controllability of the system (A,B): The system controlla-

bility matrix

W = [B AB A2B · · ·An−1B] (4)

has a full row-rank[4]. Thereafter, to similarly investi-

gate the controllability of LTI dynamical systems under the

framework of directed networks, the concept of structural

controllability was introduced and studied in the 1970 s-

1980 s[15, 16]. The first significant contribution is attributed

to Lin[15], where an elegant necessary and sufficient condi-

tion was given in geometric terms. This concept empha-

sizes on the structure of the system in interest, where the

system and control matrices A and B are both parame-

terized, except all the fixed zero entries. Such a system,

also denoted by the matrix pair (A, B), is structurally con-

trollable if there is a set of nonzero parameter values of A

and B, called a nonzero realization, which together satisfy

condition (4). Later, in order to ensure that a structurally

controllable system is always state controllable for all its

nonzero realizations, the concept of strong structural con-

trollability was introduced[17].

More precisely, an LTI system (A, B) is said to be:

1) completely state controllable (or state controllable, or

simply, controllable), if its controllability matrix (4) has a

full row-rank;

2) structurally controllable, if there exists a nonzero re-

alization of (A, B) such that this system is controllable in

the sense of 1);

3) strongly structurally controllable if, for any nonzero

realization of (A,B), this system is always controllable in

the sense of 1).

In parallel, the concepts of observability and structural

observability for an LTI system ẋ = Ax+Bu along with out-

put y = Cx, C ∈ Rp×m (1 ≤ p ≤ m), were introduced.

Briefly, observability means that any input-output pair of

an LTI system, now represented by (A, B,C), can uniquely

determine the initial state on a finite time interval for some

tf < ∞[4]. The concept of structural observability is defined

in a way similar to the structural controllability[16]. More-

over, the system (A, B,C) is (completely) state observable

if and only if the system observability matrix

V =
[
CT, ATCT, · · · , (An−1)TCT

]T

(5)

has a full column-rank. It can be easily verified that the

two concepts of controllability and observability are dual in

the sense that the system (A, B, C) is controllable if and

only if the system (AT, CT, BT) is observable[4]. For this

reason, the observability will not be discussed in any detail

below.

Today, spurred by the rapid and promising development

of network science and engineering, the aforementioned con-

cepts and notions have been revisited and reused from a

network-theoretic perspective, which brought up many new

interesting problems as well as technical challenges to both

network science and control systems communities.

To further discuss the controllability issue for directed

networks, the nonlinear node-system function in network

(1) and (2) is now specified to be linear, in the form of

f(x) = Ax, which could be the linearized model of a gen-

eral nonlinear system.

Recently, there has been great progress in the study

of linear network controllability[18]. For instance, it was

found[19] that, regarding control cost, good pinned-nodes

typically are not big hub-nodes but some small nodes of

lower degrees. In [20], it is shown that scale-free networks

are easier to control than those networks with weak degree-

degree correlations. In [21], the issue of controlling edge dy-

namics is discussed, while in [22], an analytical framework is

developed for identifying critical intermittent or redundant

nodes, revealing two distinct control modes for complex sys-

tems: centralized versus distributed controls. In [23], a con-

trol capacity measure is formulated for quantifying the like-

lihood that a node should be pinned, demonstrating that

the possibility of being pinned decreases with the in-degree

but is independent of the out-degree of the node. In [24],

an exact controllability framework is introduced for identi-

fying the minimum set of input-control nodes for a general

network with an arbitrary link-weight distribution. In [25],

it is shown that the density of nodes with in-degree and

out-degree equal to one and two determines the number of

external control inputs needed to control the network, with

an algorithm developed for network controllability improve-

ment. In [26], target control of networks is studied, with a

“k-walk” theory developed for directed tree networks, which

shows that one node can control a set of target nodes if

the path length to each target node is unique. In [27],

a mathematical and computational approach is proposed

for controlling higher-dimensional nonlinear networks un-

der some general constraints on admissible interventions. In

[28], it shows that the variability of control energy and ob-

servational uncertainty for different directions in the state

space depend strongly on the number of external control

inputs. In [29], effects of both structure and dynamics on
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the network controllability are studied. In [30], several met-

rics based on the network controllability and observability

Gramian matrices are suggested for efficient global opti-

mization or its greedy heuristic approximation. The above-

mentioned publications are by no means exhaustive, and

some other studies may be found from the references given

in the aforementioned research papers, as well as some re-

lated investigations[31].

As can be seen from the above research developments,

the network controllability is a focal subject of common

interest in recent years, and there are many relevant funda-

mental theoretic and applied research problems waiting for

further exploration under the general framework of complex

dynamical networks.

3.1 SISO networks

In this subsection, consider the directed network (2) of

single-input single-output (SISO) LTI dynamical systems,

where all node systems are identical and one-dimensional,

in the form of

ẋi = axi (6)

namely, with f(xi) = axi in (2), and the node output

yi = cxi (7)

where both a and c are scalers, hence both inputs and

outputs of the nodes are one-dimensional, ui, yi ∈ R,

i = 1, 2, · · · , N. The next subsection will discuss the multi-

input multi-output (MIMO) setting, which includes also

MISO and SIMO configurations.

In the SISO setting, the controllability of the controlled

network (2) towards synchronizing to a reference state can

be studied via an augmented system approach[32]. The idea

is to include a virtual node, related to control input, into

the network, so as to augment the network coupling matrix

from dimension N to N + 1, and then apply the master

stability function method[33] to perform analysis. A further

development of this approach can be found in [34].

The controllability problem for asymmetrical weighted

scale-free networks was discussed in [35], where a thresh-

old for pinning control was formulated: when the ratio of

the pinned to non-pinned nodes increases to be over this

threshold, the network controllability will be achieved and

the control performance will also be improved.

The pinning control problem for non-diagonalized di-

rected networks was studied in [36], using the spectral gap

as the controllability index. It was found that the control-

lability is closely related to both the node dynamical func-

tions and the control gains, revealing the key issue and also

the essential difficulty in controllability analysis of directed

networks.

For the above SISO networks with LTI node systems, a

special formulation and a general setting are respectively

discussed in more detail below.

In general, the SISO setting with network (2) and node

systems (6) and (7) can be put into the form of (3). In this

case, a complete solution to the pinning control problem for

a general formulation of network structural controllability,

which is not restricted to any particular task (e.g., syn-

chronization or stabilization), can be obtained via a graph-

theoretical approach. More precisely, the minimum num-

ber of external control inputs needed to ensure the given

directed network be structurally controllable can be deter-

mined by a maximum matching on the controlled network

(2). Here, a subset E∗ of directed edges on a directed net-

work is called a matching if every pair of edges in E∗ do

not have common starting node nor common ending node.

A node is called a matched node if it is the ending node of

an edge in E∗. Otherwise, it is an unmatched node. In a

directed network, a matching with the maximum number of

matched nodes is called a maximum matching, which is not

unique in general. Furthermore, a maximum matching is a

perfect matching if all of its nodes are matched nodes[37].

The so-called “minimum input theorem”[38] shows that,

for the SISO directed network (2) of size N with identical

SISO node-systems (6) and (7), the pinning control prob-

lem is completely solved: For the network to be structurally

controllable, the minimum number of external control in-

puts is ND = max{ N − |E∗|, 1 }, where |E∗| is the num-

ber of edges in E∗. Specifically, if a network has a per-

fect matching, then ND = 1 and the external control in-

put can be pinned at any node of the network. Otherwise,

ND = N−|E∗|, which is the number of unmatched nodes in

a maximum matching of the network, and in this case, the

external control inputs should be pinned at the unmatched

nodes therein.

In the general SISO setting, namely for a directed net-

work of identical node systems with higher-dimensional

states, described by (2) with f(x) = Ax and n > 1, a

necessary and sufficient condition was derived in [38]. To

introduce this result, some more notations are needed. Let

U = { i|δi = 1, i = 1, 2, · · · , N}

and define

Λ(s) =

{[[
αT

1 , · · · , αT
N

] ∣∣∣∣∣
αi ∈ Λ1(s) for i /∈ U

αi ∈ Λ2(s) for i ∈ U

]}

where s ∈ σ(A), which is the spectrum of matrix A, and

Λ1(s) = { ξ ∈ C1×n|ξ(sI − A) = 0 }

Λ2(s) = { ξ ∈ Λ1(s), ξB = 0 }.
The following result was established in [39].

Theorem 1. The controlled network (2) with identical

SISO node systems (A,B), with a state dimension n ≥ 1,

is structurally controllable if and only if

1) (A, H) is controllable;

2) (A, C) is observable;

3) βL �= 0 for β ∈ Λ(s), β �= 0, ∀ s ∈ σ(A);

4) rank(I − γL, ηΔ) = N , where γ = C(sI − A)−1H ,

η = C(sI − A)−1B, ∀ s ∈ σ(A).
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3.2 MIMO networks

In retrospect, in the study of structural controllability

of systems, the setting of SISO systems was extended to

multi-input single-output (MISO) systems in [40]. To that

end, there was a long period of silence, during which the

subject of structural controllability was not investigated

much more and further, until recently it was being revisited

under a more general network framework, e.g., in [41, 42].

To prevent a network from becoming not state controllable

when it is structurally controllable, the problem of strongly

structural controllability was investigated in [43−45], where

parts of the issues were put forward even to MIMO settings.

Now, consider a general dynamical network (2) with iden-

tical MIMO LTI node systems described by (3) and

yi = Cxi, i = 1, 2, · · · , N (8)

with C ∈ Rm×n, xi ∈ Rn, i = 1, 2, · · · , N, 1 ≤ m ≤ n.

When the directed network of MIMO node systems can

be decomposed into leaders and followers, the network con-

trollability was studied in [46], and by a few other papers

subject to various constraints. In [47], a general linear net-

work of leader-followers was studied, which is described by

the tensor-product form of

Ẋ(t) = [(D − L) ⊗ H ]X(t) + (Δ ⊗ B)U(t) (9)

where X(t) is the state vector composing of all node state

vectors, U(t) is the pinning control input vector compos-

ing of all control input vectors, Δ is a 0−1 diagonal matrix

determining how many and which nodes to pin, B is the

control gain matrix, D is a diagonal constant matrix de-

scribing intrinsic dynamics, H is the inner coupling matrix,

and L is the Laplacian matrix of the network.

The following result was established in [47].

Theorem 2. The directed leader-followers network (9)

is state controllable if and only if

1) system (H,B) is controllable;

2) there exists no left-eigenvector of matrix [L−D] with

the first k entries being zeros, where k is the number of

pinning-controlled nodes.

As consequences, Theorem 2 implies several specific re-

sults, such as the following:

1) A directed path is controllable if the beginning node

is selected to be the only leader;

2) A directed cycle with a single leader is always control-

lable;

3) A complete digraph with a single leader is not control-

lable;

4) A star digraph (with more than 2 nodes) is not con-

trollable if the center node is the only leader.

Now, consider a general MIMO formulation, namely net-

work (2) with identical node systems described by (3) and

(8). Early work along this line includes [48], where all node

systems are subjected to external control inputs which,

however, is not quite the same as the pinning control dis-

cussed herein.

Somewhat surprisingly, it is not straightforward to ex-

tend the analysis and results from SISO to the MIMO

setting, as shown by the following two counterintuitive

examples[49].

Example 1. Consider a directed network (2) of two

identical LTI node systems with xi =
[
x1

i x2
i

]T
, i = 1, 2,

and

A =

[
1 0

1 1

]
, B =

[
1

0

]
, C = [0 1],

Λ =

[
0 1

1 0

]
, H =

[
0

1

]

as shown in Fig. 1 (a). It can be easily verified that the node

system is both controllable and observable, but the network

with Δ = diag{1, 0} is not controllable.

Example 2. Consider a directed network (2) of two

identical LTI node systems with xi =
[
x1

i x2
i

]T
, i = 1, 2,

and

A =

[
1 0

1 1

]
, B =

[
0

1

]
, C = [0 1],

Λ =

[
0 1

1 0

]
, H =

[
1

0

]

as shown in Fig. 1 (b). Here, conversely, the node system is

observable but not controllable, and yet the network with

Δ = diag{1, 0} is controllable.

These two examples demonstrate the complexity and im-

ply the difficulty in studying the controllability of a general

directed network of MIMO LTI node systems, even if all

node systems are identical.

Fig. 1 Two counterintuitive examples

Nevertheless, a necessary and sufficient controllability

condition was established in [49], for the directed network

(2) of identical MIMO LTI node systems (3) and (8), which

is now formulated by incorporating both the control and

the observation equations together:

ẋi = Axi +

N∑

j=1

cijαijHCxj −
r∑

k=1

δikBxi, i = 1, 2, · · · , N

(10)

where 1 ≤ r ≤ N and other notations are the same as before

(e.g., Λ = [αij ]N×N , Δ = [δik]n×r, etc.).

The following result was established in [49].

Theorem 3. The directed network (10) is state con-

trollable if and only if the following system of two matrix
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equations has a unique zero solution X = 0:

ΔTXB = 0 and ΛTXHC = X(λI − A) for all λ ∈ C.

(11)

When Theorem 3 is specified to several typical types of

digraphs, such as directed cycles and trees, including stars

and chains, more precise conditions can be obtained[49].

Moreover, Theorem 1 above can also be derived from The-

orem 3, but the former is easier to use (e.g., condition 3)

are automatically satisfied for cycles and condition 4) holds

automatically for chains)[39, 50].

3.3 Temporally switching networks

In the real world, most complex dynamical networks are

evolving in time, such as mobile communication networks

where contact patterns among individuals such as emailing

and telephoning are typically temporal. Therefore, atten-

tion was attracted to the controllability and observability

of time-varying networks recently.

The first attempt was to consider complex networks

with switching topologies[51−53] , but more realistically one

should consider truly temporal networks[54, 55], which dif-

fers from the conventional switching networks in that when

the network switches back to an earlier topology, it is not

the same as before due to time causality. Regarding the

notion of temporal structural controllability, some anal-

ysis was performed based on temporal characteristics[56] .

The notion of strong structural controllability was further

investigated[57]. The concept of control centrality was in-

troduced to individual node systems in the form of a tem-

poral tree[58]. Although temporal networks are by nature

time-varying, while the controllability of linear time-varying

(LTV) systems is not a new topic[59], due to the irre-

versibility of time, the deterministic chronological order in

a temporally network distinguishes itself from general LTV

systems[60].

It is important to note that a temporal network can have

topological evolution in a continuous and even smooth fash-

ion, but can also in a discontinuous and even switching

manner, where the latter is obviously much more difficult

to deal with.

To introduce the recent progress in the study of state and

structural controllability of temporally switching networks,

some new concepts and notations are in order.

A temporally switching network G is characterized by

a set of nodes, N(G) = {1, 2, · · · , n}, and a set of static

connection topologies in a specified order, G1, G2, · · · , Gm,

where Gk (and Gm) exists only on the time interval

[tk−1, tk), k = 1, 2, · · · , m − 1 (and [tm−1, tm]), and each

Gk has a coupling matrix A(Gk) = [aij(k)]n×n with

aij(k)

{
�= 0, if edge(i, j, [tk−1, tk)) �= φ

= 0, otherwise

denoting a directed edge from node j to node i on the time

intervals [tk−1, tk), k = 1, 2, · · · , m − 1 (and [tm−1, tm]).

In the graphic representation of a temporally switch-

ing network, as shown in Fig. 2, a temporal walk is a se-

quence of altering nodes and edges in a certain order and

manner, e.g., a21(4)a13(3)a32(2)a21(1) is a temporal walk

1 → 2 → 3 → 1 → 2 on [t0, t4), where a21(1) means that a

walk starts from node 1 to node 2 on [t0, t1), then walk to

node 3 on [t1, t2), which is described by a32(2), etc. Clearly,

a21(4) is different from a21(1) in the above temporal walk

because of the time stamps in a21(k) shown by k = 1, 4, re-

spectively. Hence, a network node is temporally accessible

if and only if there exists a walk starting from some external

input node and ending at this node; otherwise, this node is

non-accessible.

Fig. 2 Illustration of a temporally switching network

Connected nodes in a temporally switching network with

fixed external inputs can be interpreted as an overall linear

temporally switching system having the state matrix A(t)

with entrances being piecewise constant functions over the

entire time interval t ∈ [t0, t1) ∪ [t1, t2) ∪ · · · ∪ [tm−1, tm],

where the fixed input matrix B shows how many and where

the control-input nodes are located. Therefore, one can lit-

erally consider a linear temporally switching system in the

general compact form of

ẋ(t) = A(t)x(t) + Bu(t), x(t0) = x0 (12)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rr is the control

input vector, B ∈ Rn×r is the constant input matrix, and

the entries of the adjacency matrix A(t) : R → Rn×n are

piecewise constant functions of t ∈ [t0,∞). The concept

of (complete) state controllability for temporally switching

systems is similar to the classical one. To precisely describe

it, some more concepts are needed[60].

The linear temporally switching system (11) is (com-

pletely) state controllable on the time interval [t0, tm] if,

for any initial state x0 ∈ Rn at t0 ≥ 0, there exists an

input u(t) ∈ Rr defined on [t0, t1] such that x(tm) = 0,

t ∈ [t0, t1) ∪ · · · ∪ [tm−1, tm], for some tm < ∞.

Two linear temporally switching systems, (A1(t), B)

and (A2(t),B), have the same structure if and only if

they have the same number of static connection topolo-

gies, G1
1, G

1
2, · · · , G1

m and G2
1, G

2
2, · · · , G2

m, and more-

over they have the same (fixed) zero and (parametric)

nonzero patterns in their corresponding adjacency matri-

ces A1
1, A

1
2, · · · , A1

m and A2
1, A

2
2, · · · , A2

m.

A temporally switching network G with fixed external

inputs is structurally controllable if and only if there ex-
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ists a state controllable linear temporally switching sys-

tem (11) with the same structure as (A(t),B), namely, if

and only if for each admissible realization of the indepen-

dent nonzero parameters on the time intervals [tk−1, tk),

i = 1, 2, · · · , m − 1, and [tm−1, tm], the corresponding sys-

tem (Ak, B) is state controllable, k = 1, 2, · · · , m − 1.

The following result was established in [60].

Theorem 4. The linear temporally switching system

(11) is structurally controllable on the time interval [t0, tm]

if and only if the network Gramian matrix

[
e(tm−tm−1)Am · · · e(t2−t1)A2W1, · · · ,

e(tm−tm−1)AmWm−1, Wm

]
(13)

has a full row-rank, where Wi =
[
B, AiB, · · · , An−1

i B
]

is

the state controllability matrix (4) of the system on the i-th

time interval [ti, ti+1), i = 1, 2, · · · , m − 1, and [tm−1, tm].

In [60], a sufficient condition on the strong structural con-

trollability of the linear temporally switching system (12)

was also established based on a new concept of n-walk,

which is a generalization of the concept of cactus from clas-

sical graph theory to temporal networks.

4 Research outlook

Controllability is a fundamental issue to be addressed in

network science and engineering before considering how to

control a network of dynamical systems in applications.

Due to the well-known duality between controllability

and observability, theoretically one can convert all results

on controllability to observability, but the latter has some

particular features and properties that have found specific

applications related to network estimation, identification

and prediction, therefore is still worth investigating[61, 62].

This article mainly discusses some basis of pinning con-

trol and controllability of complex dynamical networks with

identical LTI node systems and fixed topologies, although

the controllability of temporally switching networks has also

been discussed, which is still not in a general setting with

time-varying topologies. Networks with time-varying node

systems or time-varying topologies deserve more attention

and further investigation[63]. In addition, complex dynam-

ical networks of non-identical node systems post a great

challenge, not to mention settings with nonlinear node sys-

tems such as bilinear systems[64]. Last but not least, since

both topology and dynamics contribute to control perfor-

mances of complex dynamical networks[65], their integrated

effects on pinning control, controllability as well as observ-

ability are calling for further efforts to study.
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