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Abstract: Resource reconstruction algorithms are studied in this paper to solve the problem of resource on-demand allocation
and improve the efficiency of resource utilization in virtual computing resource pool. Based on the idea of resource virtualization
and the analysis of the resource status transition, the resource allocation process and the necessity of resource reconstruction are
presented. Resource reconstruction algorithms are designed to determine the resource reconstruction types, and it is shown that they
can achieve the goal of resource on-demand allocation through three methodologies: resource combination, resource split, and resource
random adjustment. The effects that the resource users have on the resource reconstruction results, the deviation between resources
and requirements, and the uniformity of resource distribution are studied by three experiments. The experiments show that resource
reconstruction has a close relationship with resource requirements, but it is not the same with current distribution of resources. The
algorithms can complete the resource adjustment with a lower cost and form the logic resources to match the demands of resource
users easily.
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1 Introduction

A virtual computing resource pool is usually constructed
to manage the resources in virtual computing systems
of clusters. But resource diversity and imbalance of
their capabilities, together with the diversity of users’ re-
source requirements have produced a contradiction between
tight coupling characteristics of resources and users’ multi-
granularity resource requirements. It is known that the lack
of computing environments for natural features of comput-
ing systems is still a bottleneck to restrict the effective use
of resources!’!. As a result, a goal to construct a harmo-
nious, secure, transparent, strong resource management in
virtual computing systems is still far from achieving. It is
a primary challenging issue that how to integrate a variety
of heterogeneous physical resources and evaluate the per-
formance of heterogeneous resources. It is a core issue in
virtual computing systems that how to aggregate and or-
ganize resources for comprehensive utilization to maximize
the effectiveness of limited resources®. A idea of resource
virtualization presented in our study helps us to construct
a logical view of resources via resource combination, which
solves the contradiction between tight coupling character-
istics of resources and multi-granularity resource require-
ments from users. Resource virtualization refers to under-
lying resource modules providing an interface to top mod-
ules. Thus, the resource utilization in virtualized environ-
ment is in conformity with that in non-virtualized platform.
As a result, the resource users, the virtual machines in our
studies, run in a virtualized resource interface. Resource
virtualization, implementing the conversion from physical
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resources to logic resources through the construction and
mapping, forms a view of virtual computing resource pool
centered on resource users. It can reduce the complexity
of resource utilization to solve the contradictions between
the tight coupling characteristics and multiple granularities
of resource requirements[B]. Virtualized resource allocation
should allocate the appropriate granularities of resources
based on resource requirements. Resource reconstruction,
a key methodology for optimal allocation, recombines the
physical resources that logic resources map to. It would con-
stitute other granularities of logic resources matching with
resource users to reduce the waste of resources, improve the
resource utilization, satisfy more resource users, and keep
workload balance in network and distributed systems!*.
Recent works in resource reconstruction mainly focus
on: 1) resource management methodologies in comput-
ing systems[‘r”ﬂ; 2) resource allocation policies®=: and
3) resource reconstruction policies[w*lsl. In addition,
Wood et al.!? determined a method implementing the
mapping from physical resources to virtualized resources,
which performs the dynamic adjustment of resources for
virtual machines. Gmach et al.?% combined the loads in
servers and enabled the shared resources utilization with
efficiency. These research results present the management
and utilization methodology to organize a variety of re-
sources and isolate the close dependence between hardware
architecture and software from the view of resource on-
demand configuration?!l. It is meaningful for us to create
virtual machines on demands and construct a computing
environment satisfying a variety of requirements from users.
Such researches assumed that the demands of granularities
from resource users are fixed, predicted and measured in
advance, so the resources satisfying their service-level agree-
ments (SLA) and quality of service (QoS) are allocated be-
fore the virtual machines are founded[22’23], without con-
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sidering the dynamics in resource utilization according to
the tasks in virtual machines.

The aim of resource reconstruction is to keep the logic re-
sources in virtual computing resource pool concordant with
the resource requirements at a higher service level. Thus,
it is necessary for us to study the resource reconstruction
algorithms with dynamics.

We present the status transition law in resource utiliza-
tion in Section 2 and design the resource reconstruction
algorithms in Section 3. The experiments are made in
Section 4, and Section 5 concludes this paper.

2 Resource allocation in virtual com-
puting resource pool

On-demand resource allocation refers to that virtual
computing resource pool which not only satisfies the re-
quirements from users, but also provides simple and conve-
nient services quickly. Meanwhile, it provides an appropri-
ate amount of resources to users to reduce their utilization
cost and waiting time, and ultimately improves the effi-
ciency of resources. Resource virtualization is to implement
on-demand allocation. We discuss the thought of resource
virtualization in this section.

2.1 Resource virtualization for on-demand
allocation in virtual computing sys-
tems

Based on the characteristics of resources, we divide re-
sources into physical resources and logic resources. Because
of the non-tight coupling between logic resources and re-
source users, the complexity of logic resource is lower than
that of physical resources from the view of resource users.
The proposition of logic resource is based on following rea-
sons:

1) A variety of physical resources would be allocated
to resource users who require the computing services for
a short period of time. If resource users use physical re-
source directly, the systems should compute the amount of
resources before they are used. Such computation is much
time-consuming, because resource on-demand allocation is
not easy to achieve when facing a great number of resource
users. Generally, resource requirements belong to a certain
distribution law, thus, physical resources are combined into
logic resource in accordance with this law. Therefore, the
logic resource can be directly and easily used by resource
users.

2) Different types of physical resources would lead to dif-
ferent effects in resource combination. We use the least
amounts of physical resources to construct a group of logic
resources with the maximum size by using on-demand com-
bination.

3) The mapping from physical resources to logic resources
can shield the heterogeneity of resources, thus, logic re-
sources in virtual computing resource pool can serve to re-
source users as a uniform interface.

Resource virtualization can be described as follows: The
low resource module provides an interface to high layer
module, thus, the expected use environments of users are
consistent with original systems. Resource virtualization,

as shown in Fig.1 includes: 1) five entities such as user,
logic resources, resource mapping (RM), physical resources
and devices, 2) the interface between resource users and
logic resources, and 3) the interface between devices and
physical resource.
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Fig.1 Resource virtualization

We determine the size of logic resources based on the
combination of the sizes from physical resources. The gran-
ularity distribution should satisfy the law of SLA distribu-
tion of resource users in virtual computing resource pool.
When we allocate the logic resources to the queue of re-
source users, the suitable granularities of logic resources are
allocated to match the requirements.

2.2 Resource status transition

The interfaces that the virtual computing systems pro-
vide to resource users include resource virtualization, re-
source reconstruction, resource allocation, resource uti-
lization, resource monitoring, resource recycle, etc.**l We
use PetriNET to describe the resource status transition:
RSPnet = (S,T,F). Where, S, the set of places, in-
cludes the status of resources; T includes the set of ac-
tions; and F', the relationship of S and T, reflects the
path of status transition. In our study, we let S=(Physics,
Ready, Requesting, Responding, Executing, Waiting, Com-
pleted), T=(Combine, Reconstruct, Distribute, Accept, Re-
ject, Use, Stop, Preemp, Finish, Recycle), thus, the resource
status transition can be described in Fig.2. “Physics” is
the physical resources oriented systems. The action “Com-
bine” completes the transition from “Physics” to “Ready”,
a preparing status of logic resources. Otherwise, the ac-
tion “Reconstruct” makes resource reconstruction to trans-
fer the status to “Physics”. The action “Distribute” sends
out the command to allocate resources to resource users,
then, the resources are in the status of “Requesting”. In
this situation, if resource users “Accept” the resources, the
status becomes “Responding”. Otherwise, the status be-
comes “Ready” by using the action “Reject”. Resource
users use the resources through “use” action, then, the sta-
tus is transferred as “Executing”. In “Executing” process,
if the resources utilization requires stopping temporarily,
resource users need to make “Stop” action, thus, the status
becomes “Waiting”. If resources are used, the “Use” action
should be adopted again, and the status becomes “Execut-
ing”. If it has long waiting time, the systems would exe-
cute the action “Preemp” to release the waiting resources
in force, then, the status returns to “Ready”. After the
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resources are completed, the systems call the “finish” ac-
tion, then, the status is transferred to “Completed”. The
resources existing in the status of “Completed” are released
by action “Recycle”, and then, they return to “Ready” sta-
tus.

Reconstruct

Fig.2 Resource status transition

The status transition law in resource allocation process
can be used to forecast the status of resources in next
time!?>!. In the systems oriented continuous resource uti-
lization, each logic resource would be in one status of
them. In general, “Physics”, “Ready”, “Executing” have
the biggest proportion, and others may be instantaneous
since they are temporary statuses. We take the statuses of
“Ready”, “Physics” as the focus in this paper and mainly
study the “Reconstruct” action. If resource requirements
change greatly, no reconstruction would lead to low ser-
vice level and high resource expenditure. The resource re-
construction is from three demands: 1) The granularities
of logic resources in virtual computing resource pool can-
not satisfy the demands of resource user, so physical re-
sources should be recombined to form the logic resources
with greater granularity. 2) The granularities of resources
in systems are greater than that of resource users, thus, re-
source reconstruction can reduce the waste of resource. 3)
the distribution of logic resources in systems cannot satisfy
the law of requirements from resource users[%], as a result,
resource reconstruction can solve this problem.

3 Algorithms design for resource recon-
struction

The nature of resource reconstruction is the adjustment
of the resources’ granularities. The resource reconstruction
algorithms require us to consider at least two factors: the
requirements from resource users and the reconfiguration
of resources. The requirements are the key factor. Besides
requirements, the resource reconstruction also has a close
relationship with the features of logic resources, such as the
deviations between present resources granularities and the
required granularities, and the uniformity level of resource

distribution®”.

3.1 Key data structures

We present three key data structures to implement the
algorithms:

Description 1 (The queue of resource users). The
queue of resource users is a tuple with several elements,
VCRS = (number, VCR1, VCR2, VCR,, currentVCR).
Where, number is the sequence number of this queue by the
order of time, VCR; is the resource users, and currentVCR
is the current requirement from resource users. VCR; is a
tuple with three elements VCR; = (user,e,r), of which,
user is a task, e is the expectation of resource’s granularity,
and 7 is the granularity of VCR;.

Description 2 (Virtual computing resource pool).
Virtual computing resource pool is the set of logic resources.
Let the quantity of logic resources be m, then, we take
PVS = (puv1, pv2, pum) as the description of this set, of
which, pv = (no, description, function,r), where, no is
the number of a logic resource, description is the semantic
description, function is the reconfiguration of resource, and
r is the size of granularity.

Description 3 (Resource mapping). Resource map-
ping is a tuple with three elements RM = (PRS, PVS,
MPS), of which, PRS is the set of physical resources,
PRS = (pri, pre, pri), PVS is the set of logic re-
sources, PVS = (pvi, pva, pvm), and MPS is the map-
ping from physical resources to logic resources, M PS =
(mp1, mp2, mp;). Where, mp; = (pr,pv), of which, pr is
a physical resource in systems, and pv is logic resource in
systems.

3.2 Description of algorithms

We present the resource reconstruction algorithms with
dynamics in this section. The dynamics of resource recon-
struction algorithms is described from two aspects. For one
thing, algorithms perform resource reconstruction period-
ically after the systems start. The resources in systems
and the queue of resource users are scanned in a time in-
terval to determine the type of resource reconstruction at
present. Dynamics are embodied in the sensitive response
to virtual computing resource pool, the persistence of al-
gorithms scanning, and the timeliness resource adjustment.
For another thing, these algorithms not only require deal-
ing with the resources with small granulites which cannot
satisfy the requirements, but also need to deal with the re-
sources with great granulites which waste many resources.
In addition to those, algorithms also solve the problem that
the granulites of resources are too uniform to adapt to the
law of requirements from resource users. Thus, some dy-
namic policies, such as resource combination, resource split
and resource random adjustment are adopted to keep the
status of overall resources consistent with resource users.

1) Resource reconstruction types.

Resource reconstruction wastes a great deal of resources,
so we should satisfy resource users through current vir-
tualized resources®®!. The granularities of logic resource
adapting to requirements are judged whether there is a re-
source satisfying the requirement. Then, we classify the re-
source reconstruction as three types: resource combination,
resource split, and resource random adjustment. When the
granularities of logic resources are too small, resource com-
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bination satisfies the great granularities in virtual comput-
ing resource pool by combining several small resources into
a big resource. When the granularities of logic resources are
too great, resource split reduces the waste of resources by
splitting a big resource into small slices. When the granular-

ities of logic resources are too uniform, resource random ad-
justment adapts to resource distribution with fluctuations
by adjusting the uniform resources into the resources with
random distribution. Resource reconstruction types can be
determined in Fig. 3.

VCRS 2

reconstruciType=1
Execute algorithm RRAI

reconstructType=2

PVS§ 2 [ I ] . | ] = Execute algorithm RRA2
VCRS3 [ow Lo sy E“J J‘ECOHS."J'!JC(TL]D&.’::;
PVS 3 = f

Execute algorithm RRA3

Fig.3 The determination of resource resconstruction types

The algorithm DRRA completes the determination of re-
source reconstruction types in below pseudo codes of Fig. 4:

Algorithm (DRRA): The determination of resource
reconstruction types

Input: PVS. VSRS. dis,. dis,

Qutput: reconstructType

1 isReconstruct—true;

2 Foreach (pv in PI'S)

3 If (pv.r=VCRS.currentVCR.r)

4 isReconstruct—false; break;

5 Endif

6 Endfor

7 If{isReconstruct)

8 Return reconstructType«1
EndIf

10 dise—wx

11 Foreach(pv in PI'S)

12 if(pv.r- VCRS.currentVCR.r>0

13 and pv.r-VCRS. current VOR.r>dis,)

14 dis«—pv.r-VCRS.currentVCR.r,

15 Endif

16 Endfor

17 Ifidis>dis,)

18 Reture reconstructType«2

19 Endif

20 sumdisP VS0

21 For (i+2; i<PVS.count; i++)

22 sumdisPVS+—|PVS[i].r-PVSTi-11.0:
23 Endfor

24 sumdisVCRS<—0;

25 For (i<=2; i<=VCRS.count; i++)

26 sumdisVCRS+—|VCRS[i].r-VCRSLi-1].r;
27 Endfor

28 If (|sumdisVCRS- sumdisPVS |=dis,)

29 Return reconstrestTYPE—3

30 Else

31 Return reconstructType«0

32 Endif

Fig.4 The algorithm of resource resconstruction types determi-
nation

The input parameters of DRRA are the reconfigurable
logic resources PV'S, the queue of resource users VCRS,
and the limit dis; and dis2, where, dis; decides whether
the big resources need to split, and diss decides whether the
uniform logic resources need to adjust. In rows 1-9 of Fig. 4,
the algorithm determines that resource combination should
be carried out by traversing all elements in PV'S, then, it
returns reconstructType = 1. In rows 10-19, if the devia-
tion between the expected granularity and maximum gran-
ularity exceeds the limit, it returns reconstructType = 2.
In rows 20-31, the algorithm determines that whether the
expecting granularities of requirements are too uneven. If
the logic resources are more uniform than the limit, it re-
turns reconstructType = 3. Besides to those, the system
returns reconstructType = 0, which means that the re-
sources are not required to reconstruct at present. It is
obvious that the time complexity of the DRRA algorithm
is O (PV S.count + VCRS.count), because there is only one
cycle in the traversal of PV.S and VCRS.

The system determines the resource reconstruction algo-
rithms based on the result of DRRA. The statuses of logic
resources are scanned to select the resources in “Physics”
status. And then, RRA1, RRA2, and RRA3 algorithms
are executed respectively to implement resource combina-
tion, resource split, and resource random adjustment, which
make the logic resources satisfy resource users with better
granularities.

2) The reconstruction of resource combination

If DRRA returns reconstructType = 1, resource com-
bination is completed by using the pseudo codes RRA1 in
Fig. 5.

RRAT1 algorithm aims to find out a combination of logic
resources in PV.S, which make their sum of granularities
approaches to VCRS.currentVCR.r as much as possible.
In row 2, the quantities of logic resources selected are from
1 to PV S.count. For any selection ¢, we let the quantity of
selection methods be number. In selection k, get Elements
function is called to obtain their combinations. The func-
tion getFElements has implemented a recursive algorithm
to select i elements from VCRS.count elements in PV S.
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We suppose that n = VCRS.count (number as 1,2,n),
and m = i. The path of the combination with m resources
selected from n resources is shown in Fig. 6. Each combina-
tion approach for nodes in the tree from root to one of the
leaves is thought as a selection method. In rows 6-11, the
selection methods are pairwisely compared to determine the
quantity and the number of the closest combination with
present requirement.

Since the time complexity of CiVCRS.count in row 3
is O (min(z, PV S.count — 7)), and the time complexity of
rows 4-12 is also O (min(¢, PV S.count — 1)), thus, it is
obvious that the time complexity of RRA1 algorithm is
O ([min(¢, PV S.count — i)]2.PV S.count), because there is
only one cycle in the traversal of PV S.

3) The reconstruction of resource split

If DRRA returns reconstructType = 2, resource split is
completed by using the pseudo codes RRA in Fig. 7.

n: Quantity of
resources

m: Selected quantity
of resources

Algorithm (RRAT): Resource combination
Input: VCRS, PVS
Output: PFS
1 min/<0; minK«0; mindisR«+w0;
2 For(i«=1, i==PVS.count . i++)
3 numbere—Cpys o
4 For(k«0; k<number: k++)
5 ArrayList choosepvs<— PVS.getElements(i, k)

6 SumR+—sum r of elements in choosepvs:

iy it SumR= VORS. current VCR.r

8 and SumR-VORS.currentVCR.r< mindisR)
9 minf—i; minK«—k;

10 mindisR« SumR- VCRS.currentVCR.r,

11 Endif

12 Endfor

13 Endfor

14 choosepvs<—PIS.getElements (minl, mink);
15 PVS.combine(choosepvs):

Fig.5 Resource combination algorithm

I: Location of m
resources

I Number of a
resource

U: Number of a
resource

Fig.6 The tree formed in resources selection

Algorithm (RRA2): Resource split
Input: VCRS, PIV'S
Output: PI'S
1 dis<—PVS[1].r-VCRS.currentVCR.r
2 dispv—PVS[1]:
3 Foreach(pv in PI'S)
4 if(pv.r-VCRS.current VCR.r=0
and pv.r-VCRS. current VCR.r=dis)

n

6 dis—pv.r-VCRS.currentVCR.r; dispve—pv;
7 Endif

8 Endfor

9 while(dispv.r=0)

10 Widispv.r= VOCRS.currentVCR.r)

11 pvuewdispv.cut( VCRS.currentVCR),
12 Else

13 pvnews—dispv.

14 Dispv.r():

15 Endif

16 PVS.add(newpv):.

17 Endwhile
18 FPVS.remove(dispvy).

Fig.7 Resource split algorithm

In rows 1-8 of RRA2, the system traverses all elements
in PVS to find out the dispv, which has the maximum
deviation. In rows 9-17, the system loops to split dispv
into several logic resources, which have the same granu-

larity as currentVCR. Thus, the granularities of logic
resources in PV'S would match that of currentVCR. 1t is
obvious that the time complexity of the RRA2 algorithm is
O (max[PV S.count, max(PV S[i].r)/VCRS.currentVCR.r]).

4) The reconstruction of resource adjustment

If DRRA returns reconstructType = 3, resource random
adjustment is completed by using the pseudo codes RRA3
in Fig. 8.

Algorithm (RRA3): Resource random adjustment
Input: VCRS, PVS
Output: PVS
1 pvs—new pvs ().
2 For (pvin PI'S)
3 Ifipv.r -VCRS.current VCR.r=0) and
4 pv.r =-VCRS.current VCR.r< VCRS. currentVCR.r/2)
5 pvs.add(pv);
6 Endif
7 Endfor
8 SumR «—sum r of elements in pvs;
9 Produce random data for each pv in pvs:
10 SRe—sum random data in pvs:
11 For (pv in pvs)
12 Compute weigh of random data for pv in SR;
13 pv.re—SumR*weigh;
14 Endfor
15 FPVS.replace(pvs).

Fig.8 Resource random adjustment
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In rows 1-7 of RRA3, based on the requirements from
current resource users, the deviations of granularities from
present logic resources are computed. And then, pvs, which
has uniform granularities, are selected from PV S. In row
8, we compute the sum of logic resources in pvs. In rows
9-10, we produce a random data for every element in puvs
and compute a sum of these random data. In row 11-14,
the weights of such random data in SR are computed to
determine the proportions of resources in pvs. In row 15,
the logic resources adjusted are put into PV'S to replace
the old ones. It is obvious that the time complexity of the
RRA1 algorithm is O (PV S.count), because there is only
one cycle in the traversal of PV'S.

The algorithm DRRA requires combining with algorithm
RRA1, RRA2, and RRA3 closely. Because RRA1, RRA2,
and RRA3 are decided by DRRA, they should be imple-
mented as a whole for resource reconstruction in practice.
We make some experiments to determine their features in
next section, and then discuss their application in a resource
management framework of virtual computing systems used
in our earlier study.

4 Experimental analysis

We analyze the resource reconstruction process caused
by above algorithms in below experiments. To prepare the
experimental data, a group of logic resources in virtual com-
puting resource pool are created and taken as the input
data: PV S. Let the set of physical resources combined
into logic resources be prs = (pri, pre, -+, pra), of which,
pri,pra,- -+, pry are the quantities of physical resources,
and N is the quantity of types for these resources. We de-

A{/H;\le prj, where, 1, the proportional
coefficient related to the performance of hardware. It re-

flects the change of granularities after the physical resources
are combined into logic resources.

fine pv.r as: r =179

147

We suppose that there are 100 hosts in virtual comput-
ing resource pool. Let the resources’ types in each host be
CPU, memory, disk and network, and let i be 1.2, then, the
initial virtual computing resource pool with 32 quantities
of resources is shown in Table 1 and divided into 9 kinds.

We then obtain the input data: VCRS. The experi-
ments suppose that the resource users arrive one by one.
Since the randomness of resource users satisfies the normal
distribution, we produce six kinds of resource distribution
through random data shown in Fig.9, whose means and
variances are (u, o) = (10, 10), (12, 12), (15, 15), (18, 18),
(20, 20), and (22, 22), respectively. 150 resource users from
requirements arrive in turn. We set the resource users as the
currentVCR in VCRS one by one, and then input them
into DRRA.

We develop the testing programs of DRRA, RRAIL,
RRA2, and RRA3 in java language.

The goals of our experiments aim to determine the effect
that VCRS, disi, and disz have on resource reconstruc-
tion under the condition of fixed logic resources in virtual
computing resource pool. We conclude the trends of the dis-
tribution of resource reconstruction types, the change of the
quantity after resource reconstruction, as well as the change
of the resource distribution after resource reconstruction.
VCRS, six groups of data in Fig. 9, reflects the granularities
of resource users. The disi, the limit of deviation between
logic resources and resource users decides whether there is
a need to split the resources. We set dis; as 0, 0.1, 0.2, 0.3,
0.4, and 0.5, respectively, in our experiment. The dis2, the
limit of deviation for the distribution of resources, decides
whether their resources granularities are required to make
adjustment. We also set dise as 0, 0.1, 0.2, 0.3, 0.4, and
0.5, respectively, again in our experiment.

4.1 The distribution of resource users

We set dis1=0.2 and dis2=0.3 to determine the effect
that the requirements in the queue of resource users have

Table 1 The initial PVS

pv pu1 pv2 pus pvg pus pve pvr pug pvo
T 35.68 22.45 27.92 21.35 35.68 21.41 37.76 23.30 22.39
quantity 8 4 4 4 3 3 1 2 3
50.00
i A =10
— 40.00 i 5 ‘1 r "' 4 R
E i .\ “ gl ?’ —
‘%’5 RS .; M‘ iy
2 oo ol .m,.a ,n. t'i i:'! &r TN S, WY 4| x5
g i “ g ‘VW —e— 18
,Ei’ J 1 ‘Yg »l ' el | —+—u=20
& 20.00 »} r G “‘_ﬂ P ‘ —— =22
Y L
;‘ u‘f M ““A#“ A ﬂ‘i‘ ‘2}:‘”“ u A
IOOO 1 1 1 1 1 I 1 1 1
0 10 20 30 40 5{} 60 70 8{} 90 I()(} 1 IU 120130 140 150

VCRS. number (number)

Fig.9 The distributions of six resource requirements
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on resource reconstruction algorithms in this section. Six
groups of data in Fig. 9 are inputted into algorithm DRRA
to run, then, we collect the results of resource recon-
struction types from the output of algorithm DRRA.
The occurrences of reconstructType=(0,1, 2, 3) in different
u=(10, 12, 15, 18, 20, 22) are shown in Fig. 10.

It is seen from Fig. 10 that, no matter what the scopes of
resources granularities are, reconstructT'ype = 0 always has
the maximum times and reconstructType = 1 always has
the minimum times in four resource reconstruction types.
ReconstructType = 0 does not need to reconstruct and the
loads of reconstructType = 1 need the greatest reconfig-
urable resources in all types. With the increase of resources
granularities, in a certain limit of granularity (u=18 in this
experiment), reconstructType = 3 presents the trend of
significant increase, and reconstructType = 1 presents the
trend of slight increase. But reconstructType = 0 presents
the trend of significant increase, and reconstructType = 3
presents the trend of fluctuations on a certain scope. Much
uniform granularities and the small granularities of re-
sources become the main problems in our virtual comput-
ing resource pool with the time going on. We see that
reconstructType = 0 should be selected as the main type in
determining the resource reconstruction. Since the resource
reconstruction cause a great deal of cost and RRA1 has the
maximum space and time complexity, reconstructType = 1
should be avoided as much as possible.
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The changing trend of the total quantity of resources af-
ter reconstruction from 0 to 150 is shown in Fig. 11.

It is seen from Fig.11 that, the more the distribution
(1, o) approaches to VCRS, the more the quantity of re-
sources after reconstruction are, and it is unrelated to the
scope of different resource requirements. Taking a limit of a
certain granularity (4=12 in this experiment) as an exam-
ple, the quantity of resources after reconstruction presents
the trend of increase. If the resources have more granu-
larities in pu=(18, 20, 22) than that in p=12, the quantity
would present the trend of stability after enough times of re-
construction. Generally, the more the granularities from re-
source users are, the less are the quantities of resources after
reconstruction. The resource distribution after reconstruc-
tion in VCRS.number=(0, 30, 30, 90, 120, 150) is shown in
Fig. 12.

It is seen from Fig. 12 that the granularities of resource
distribution present the trend of divergence with the in-
crease of VO RS.number, because there would emerge fewer
wastes in resource utilization in the scope with more gran-
ularities. With the time going on, greater u would lead to
more divergent of resources granularities. For each of re-
quirement in VCRS.number, the smaller u is, the less the
granularities of resources are. It is proved that the resource
reconstruction can satisfy the resource requirements, and
our algorithms can process resource distribution from dif-
ferent resource requirements.
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Fig. 12 Resource distributions after reconstruction in different resource requirements

The deviation between resources and
requirements

4.2

We set VCRS = (u,0)=(18,18) and dis2 =0.3 to de-
termine the effect that the deviation between resources
and requirements has on the resource reconstruction algo-
rithms. We input the data of dis;=0,0.1,0.2,0.3,0.4, 0.5,
respectively, into algorithm DRRA to run, and col-
lect the results of reconstruction types. The times
of reconstructType=(0,1,2,3) in different deviations
dis1=(0,0.1,0.2,0.3,0.4,0.5) are shown in Fig. 13.

It is seen from Fig.13 that reconstructType =
(0, 1, 2, 3) present the trend of fluctuations in different
dis1=(0,0.1,0.2,0.3,0.4,0.5). The reconstructType = 0

has the maximum fluctuations, and reconstructType = 1
has the minimum fluctuations, which are the same as those
in different resource requirements. When dis; = 0.2 and
dis1 = 0.4, reconstructType = 0 has greater times of re-
construction than others. The fewer times of reconstruction
in reconstructType = 1 would produce the lowest resource
reconstruction cost. It is seen from Fig.13 that there is
almost no effect that the deviation between resources and
requirements has on our resource reconstruction. The goal
of resource reconstruction aims to enable the granularities
of logic resources close to the requirements from resource
users, thus, reduce the waste of resources.

The changing trend of the quantity of resources after re-
construction from dis; = 0 to 0.5 is shown in Fig.14.
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It is seen from Fig. 14 that the quantity of resources after
reconstruction presents the trend of increase in initial phase.
But it presents stability after several times of reconstruc-
tion. The deviation between resources and requirements
has no effect on resource reconstruction.

The resource distribution after reconstruction in
VCRS.number=(0, 30, 30,90, 120, 150) is shown in Fig. 15.

It is also seen from Fig. 15 that there is no much change
in the distribution of logic resources with the time going on
and the increase of VCRS.number in different deviations.

4.3 The uniformity of resource distribu-
tion

We set VCRS = (p,0)=(18,18) and dis; =0.2 to deter-
mine the effect that the uniformity of resource distribution
has on the resource reconstruction algorithms. We input
the data of disz =0, 0.1, 0.2, 0.3, 0.4, 0.5, respectively, into
algorithm DRRA to run, and collect the results of recon-
struction types. The times of reconstructType=(0, 1, 2, 3)
in different deviations dis2=(0, 0.1, 0.2, 0.3, 0.4, 0.5) are
shown in Fig. 16.

It is seen from Fig. 16 that reconstructType=(0, 1, 2,

PVS.quantity (number)

3) presents the trend of fluctuations in different diso=(0,
0.1, 0.2, 0.3, 0.4, 0.5). The reconstructl'ype = 0 has
the maximum fluctuations and reconstructType = 1 has
the minimum fluctuations, which is the same as those in
different resource requirements. When disz = 0.1 and
diso = 0.3, reconstructType = 0 has greater times of re-
construction than others. The fewer times of reconstruction
in reconstructType = 1 would produce the lowest resource
reconstruction cost. It is seen from Fig.16 that there is
almost no effect that the uniformity level of resource dis-
tribution has on resource reconstruction. Resource recon-
struction aims to enable the granularities of logic resources
close to the requirements of resource users, thus, reduce the
waste of resources.

The changing trend of the quantity of resources after re-
construction from disz = 0 to 0.5 is shown in Fig. 17.

It is seen from Fig. 17 that the quantity of resources af-
ter reconstruction presents the trend of increase in initial
phase, but it presents stability after several times of recon-
struction. The uniformity level of resource distribution has
no effect on resource reconstruction.

The resource distribution after reconstruction in
VCRS.number=(0, 30, 30, 90, 120, 150) is shown in Fig. 18.
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It is also seen from Fig. 18 that there is no much change
in the distribution of logic resources with the time going on
and the increase of VCRS.number in different uniformity
levels.

It is concluded from three experiments that resource re-
construction algorithms are very necessary to adjust the
granularities of resources for virtual computing resource
pool. Resource reconstruction not only can satisfy the re-
quirements of resource users, but also can reduce the waste
of resources and improve the resource utilization.

5 The application of algorithms

Resource management, the essential function of virtual
computing systems, is usually used in production schedul-
ing systems[29], network supported collaborative design
systerns[?’o]7 etc. Combined with results in earlier study, we
present a resource management framework in this section.
Resource reconstruction algorithms, as an indivisible part
of systems, are implemented in this framework. Resource
management framework shown in Fig. 19 composes of com-
puting nodes, management node, and client in cluster. All
nodes in cluster are connected by high-speed network. The
components are expressed as follows: In computing nodes,
Xenhypervisor is taken as the virtual machines monitor

(VMM), in which, several virtual machines (named as do-

main in Xenhypervisor) are created in each computing
node. The domain VMO0, a virtual machine used for the
management of Xenhypervisor. Other domains are used
for providing services to users. A daemon named as Xend
runs in VMO is a service of virtualized platform. Nodectled,
a node controller developed by us, communicates with Xend
by Xen API to manage the host. Nodectled transmits
the resource data to resource manager running in manage-
ment node. Meanwhile, Nodectled receives the requests
from resource manger to execute the commands. Resource
manager, the core of framework, composes of the compo-
nents, such as resource collection, resource virtualization,
resource database, etc. Resource manager also implements
a dynamic resource management by using the technology of
timer, multithreads and service-thread®!. The client calls
web server or X M LRPC'Server to access resource manager

to make the query and operation based on resource status.

Resource reconstruction algorithms, implemented as an
important group of subcomponents in resource manager,
have the same life cycle as resource manager. Resource
reconstruction algorithms, together with resource virtual-
ization, play a key role to implement the optimal allocation
for virtual computing systems. Our earlier study proved
that these components can allocate the resources in virtual
computing resource pool efficiently.
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Fig.19 Resource management framework

6 Conclusions

The resource reconstruction for on-demand allocation in
virtual computing resource pool was studied in this paper
to enable the distribution of logic resources more satisfy
the requirements of resource users with a high satisfaction
and resource utilization. We designed the resource recon-
struction algorithms to implement the goal of on-demand
allocation through resource combination, resource split and
resource random adjustment. We verified the algorithms
by making three experiments. The theory and the results
of experiments conclude that: 1) Resource reconstruction,
such as the distribution of resources after reconstruction,
has close relationships with the queue of resource users.
2) The deviation between resources and requirements and
the uniformity level of resource distribution almost have
no effect on the resource reconstruction algorithms. We
can change the algorithms to remove the input parameters
dis1 and disa, or set the constant values of them in the al-
gorithms. 3) Resource reconstruction aims to achieve the
goal of on-demand allocation with rationality. We must
avoid the emergency of great and small granularities of re-
sources, and then increase the fluctuations of the resource
distribution. 4) We should ensure reconstructType = 0
and avoid reconstructType = 1 to reduce the reconstruc-
tion cost. The results show that our algorithms can solve
the problem of resource reconstruction for on-demand al-
location with high efficiency in virtual computing resource
pool.
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