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Abstract: A multi-modal action control approach is proposed for an autonomous soccer robot when the bottom hardware is unchange-
able. Different from existing methods, the proposed control approach defines actions with the principle of “perception-planning-action”
inspired by human intelligence. Character extraction is used to divide the perception input into different modes. Different control
modes are built by combining different control methods for the linear velocity and angular velocity. Based on production rules, the
motion control is realized by connecting different perceptions to the corresponding control mode. Simulation and real experiments are
conducted with the middle-sized robot Frontier-I, and the proposed method is compared with a proportional-integral-derivative (PID)
control method to display its feasibility and performance. The results show that the multi-modal action control method can make
robots react rapidly in a dynamic environment.
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1 Introduction

Industrial robots play an important role in the field
of manufacturing. Because of improvements on hardware
and software, their performance has greatly enhanced, and
their application cases have significantly increased. Many
types of robots, such as fish robot[1], mobile robot[2], snake
robot[3], and humanoid robot[4], have been developed so far.
The control problem for wheeled mobile robots, especially
for the autonomous soccer robot, has gained increasing at-
tention during the past few decades.

In the previous studies, most researchers paid attention
to decision-making on how to select one behavior to meet
the need of the robot′s role or environment[5−7]. Meanwhile,
the bottom hardware control system was also addressed,
like the structure design of the control system and the choice
of the hardware unit[8, 9]. Some of them might be focused
on the realization of certain behavior, for example obstacle
avoidance[10, 11] and shooting[12]. These studies prompted
the development of robots.

However, no researcher has yet designed a unified method
for bottom action planning and control, that is to say, a
control strategy that should be taken to realize the ac-
tion selected by high level decision-making. Bottom action
means that which can realize certain functions and cannot
be divided into other actions, for instance, going to a fixed
point, shooting or something else[13]. In terms of the car-
like autonomous soccer robot, any kind of bottom action
consists of a series of basic motions, i.e., rotation and move-
ment in a direction (such as front, back, left, or right)[1].
A proportional-integral-derivative (PID) algorithm for bot-
tom motion control has been currently adopted in most
car-like robot systems. Once the PID controller has been
designed, its parameters are invariable, so these parameters
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cannot be adjusted according to the change of actual load.
In order to acquire a fast response rate and a better adapt-
ability of the soccer robot, some intelligent control methods
are introduced into the traditional PID controller, such as
neural networks[14, 15], linear quadratic (LQ)[16], and fuzzy
control[17].

Human beings are able to accommodate external envi-
ronmental disturbances and effectively regulate their behav-
iors. They have the ability to adjust their skills or behav-
iors in various environments. Therefore, particular atten-
tion has been paid to the study of how to apply the strong
adaptive natural mechanisms of human beings to man-made
systems, such as humanoid robots and unmanned air ve-
hicles. Artificial intelligence is just a branch of computer
science that aims to simulate the nature of the human mind
and create the intelligence of machines.

For the purpose of improving the dynamic performance
and precision of bottom action, a multi-modal control algo-
rithm based on human simulated intelligence is proposed in
this paper. That is, given different control strategies, the
bottom action will yield various responses according to the
mapping rule. The advantage of the multi-modal method
is that the robot can perform at a fast response rate and
with a better adaptability. The behavior-based approach,
proposed by Brooks[18] , is a methodology for designing au-
tonomous robots. Most behavior-based systems are reac-
tive, i.e., the robot control strategy is embedded into a col-
lection of condition-action pairs. In contrast, the planning
part is considered in the multi-modal control algorithm, and
genetic algorithm is used to compute the parameters.

This paper is organized as follows. In Section 2, the
kinematic model of the wheeled robot, Frontier-I, is intro-
duced. The proposed action control algorithm is described
in detail and a parameter confirming the method is estab-
lished in Section 3. The simulation results and actual game
records are presented to demonstrate the effectiveness of the
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proposed method in Section 4. Finally, conclusions and fu-
ture work are given in Section 5.

2 Kinematic model

The Frontier-I, which is an autonomous robot designed
by Shanghai Jiao Tong University[19], is introduced as
the experiment object to test the effectiveness of human-
simulated intelligence control (HSIC) method. It is a car-
like robot with two wheels (left and right) on one axle, as
shown in Fig. 1.

Fig. 1 A car-like robot and its generalized coordinates

For simplicity, it is assumed that the two wheels collapse
into a single wheel located at the midpoint of the axle. The
generalized coordinates are q = (x, y, θ), where x and y are
the Cartesian coordinates, and θ measures the orientation
of the car body with respect to the x axis.

In the actual control process, the wheel velocity should
be changed into linear velocity v and angular velocity � by
the following transformation

{
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where VL and VR are the left wheel velocity and the right
wheel velocity, respectively; R is the radius of the wheel; L
is the distance between the wheels.

According to (1), the angular velocity of the centroid is
zero when VL is equal to VR, so the robot will move in a
straight line. If VL = −VR then the linear velocity is zero,
so the robot will rotate where it is. Therefore, the kinematic
model can be derived as⎡

⎢⎣ ẋ
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From (2), it can be seen that we only need to control the
left and right wheel velocity, then the robot position and
pose will be changed.

3 Action control algorithm

A robot soccer game is basically composed of robots, a
vision system, a host computer, and a communication sys-
tem. In addition, decision-making is most important for the

robots to think like human beings. For example, the robot
may make a choice whether it should play as a vanguard or
a backfield according to the current environment, self state,
and other information. In addition, the behavior selection
will affect the decision-making. Most teams have divided
the behavior selection into several levels according to their
intelligence degree[20, 21]. For instance, basic action, skilled
action, combinatorial action, and tactical action, where the
intelligence degree increases from low to high, while the
control precision decreases from high to low. During the
behavior selection, these actions are decomposed from top
to bottom.

In this paper, how to make a decision or how to select a
behavior is not our issue. We only focus on how to execute
the selected behavior, i.e., how to make the robot move as
we expect.

3.1 Structure designing

In the present soccer robot systems, most adopt a PID
algorithm to realize motion control. Because of various dis-
turbances, the non-linearity, and uncertainty of robot mo-
tion, the traditional PID control algorithm cannot meet the
need of actual control. It is essential to propose a new
method for bottom action control, so that the robot can
adapt to a variety of environment and state information at
any moment. In an actual match, some factors must be
taken into account when the bottom action control algo-
rithm is designed:

1) It requires the robot to react timely, i.e., real-time
reaction;

2) There are multiple outputs, such as the linear velocity
and the angular velocity, which affect each other;

3) There are many control targets to be balanced, for
instance, the rapid control and the track optimizing.

Human beings can adjust their behaviors when they per-
ceive the change of the environment state. Similarly, in-
spired by human intelligence, we design a new method,
where we first divide the robot motion into different phases
based on perception information, then select different con-
trol modes to realize motion control. Fig. 2 illustrates the
process of action control.

Fig. 2 Sketch diagram of the multi-modal method

The new controller consists of three parts: perception
that obtains the states related with environment, action
for motion control, and planning which switches actions ac-
cording to perception.
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1) Perception module
Frontier-I has four sensors, i.e., foreground camera,

panoramic camera, odometer, and photoelectric cell (only
placed on a vanguard robot). All these sensors can provide
lots of information, but only part of them is useful for action
control. Therefore, we can define the perception module as
P = { R Q K ⊗ Φ }.

From input information R = {r1, r2, · · · , rn}, we can gain
the character primitive Q = [q1, q2, · · · , qm]T through fea-
ture extraction. Following “and”, “or” operation, the char-
acteristic model Φ = {φ1, φ2, · · · , φq} can be obtained, i.e.,
we can divide the perception space into different parts with
these character primitives.
K ∈ Σr×m is a relationship matrix, ⊗ is an operation sig-

nal. The relationship between characteristic mode Φ ∈ Σq

and character primitive vector Q is

Φ = K ⊗Q

that is

φi = Ki ⊗Q =
m⋂

j=1

kijqj ∈ Σq (3)

where kij is the coefficient which can be taken as −1, 0, or
1 to denote negative, zero, and positive, respectively.

For a soccer robot, the ball is one of the most important
targets and the final role is to dribble it into the opponent
goal. Because the ball is usually under a moving state, the
following four input parameters are especially crucial

R =
{
ed ėd eθ ėθ

}
where ed is the distance between the robot and the target
ėd describes whether the target is close to the robot or not,
eθ is the angle between the robot positive direction, and
the target direction ėθ indicates whether the robot heads
toward the target or not.

2) Action module
As to robot motion control, there are many basic control

methods such as proportion control P, integral control I,
differential control D, PD, PID, and so on. Each method
has its own feature, so we must apply them according to
the actual need and then the desired control effect can be
gained. Therefore, the action module can be denoted as
follows:

M = { R P L Ψ U }

where P = [p1, p2, · · · , pn]T ∈ Σn is the control mode prim-
itive vector, in which each element is the function of input
information pi = f(R). Through the different combination
of control mode primitives, we can get the control mode
Ψ = {ψ1, ψ2, · · · , ψn} ∈ Ξp, which represents the qualita-
tive or quantitative relationship between control output U
and input R, as described by

Ψ : U = L · P,ψi = L · P =

{
ui =

n∑
j=1

lijpj

}
∈ Σp. (4)

Similarly, L ∈ Σp×n is the relationship matrix and lij is the
coefficient which can be −1, 0, or 1.

3) Planning module

The main role of the planning module is to determine
what kind of control mode to be selected under some per-
ception state. The planning module is actually the heuristic
and instinctive deduction rule sets Ω for harmonizing the
perception module and the action module. It can be de-
scribed by the production rule as

Ω : Φ
H−→ Ψ,Ω = {ω1, ω2, · · · , ωr}

ωi =

{
if

hi(x)⋃
j

φij then ψi

}
∈ Σr,

x ∈ q, hi(x) = Cy
q , 1 � y � q

(5)

where x expresses the label of characteristic mode Φ,
hi(x) (i = 1, 2, · · · , q) denotes a subset in characteristic
mode label set hi(q) of Φ, i.e., a list of preconditions that
are related with sensory information, while ψi is one of the
possible responses. In addition, the mapping relationship
between Φ and Ψ is one to one or multiple to one.

In fact, the planning module is a set of IF-THEN rules.
In order to display the procedure of the HSIC algorithm,
we take two bottom actions (obstacle avoidance and target
tracking) as examples, and introduce them respectively in
the following section.

3.2 Perception information acquisition

The Frontier-I robot has two cameras for vision percep-
tion. One camera is placed in front of the robot and the
other is placed above, as shown in Fig. 1. Owing to the
difference of installation location and the camera features,
they play different roles in actual competition[22]. The non-
linearity of the foreground camera is smaller than that of
the panoramic camera. Therefore, the foreground camera is
mainly used to accurately locate the vertical and horizontal
distances, while the panoramic camera is used to calculate
the moving angle for the robot. The object in the match
field can be identified by the camera according to its color
and size.

However, relevant information extraction from the vision
system is a complex process. Inaccurate information may
result in a wrong action. Therefore, the design of the vision
system must satisfy those specific requirements and con-
straints of the robot and its mission. Through the cameras,
we can obtain the perception input information and some
characters such as e > α1, ė < β1. Based on these char-
acters, the information space is divided into several parts
which express the system states, as shown in Fig. 3.

Fig. 3 Error phase orbit and character mode partition
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3.3 Obstacle avoidance

In a soccer robot match, there are two kinds of obsta-
cles, i.e., static obstacles (sidewall around the court) and
dynamic obstacles (the opponent robot, robot of our team,
etc). Not all of the objects can influence the robot; only
those near it and affecting its motion path can be viewed
as obstacles, for instance, the objects between the robot
and the target. Thus, there must be a rule to describe the
obstacles. As the collision between robot and obstacles may
bring a serious disaster, a new method must be designed for
collision avoidance.

Definition 1. (Obstacle avoidance rule) An obstacle is
defined as the one that is the nearest to the robot at one
moment. In other words, only the nearest one is taken as
the obstacle if there are many objects around the robot.

Definition 2. (Collision avoidance method) A virtual
point is set to avoid collision. If the distance between the
robot and the obstacle is smaller than a preset value, the
robot will turn back and move away. As shown in Fig. 4,
the black rectangle, the black circle and the white hole cir-
cle denote the robot, the obstacle, and the virtual object,
respectively.

Fig. 4 Virtual point design

In terms of obstacle avoidance, the robot must detect and
identify the obstacle moving around it. In addition, it also
needs target localization so as to reach the destination (the
opponent goal). Therefore, the input information can be
defined as follows

R = {edo ėdo edv ėdv eθv ėθv edt ėdt eθt ėθt}

where edo is the distance between the robot and the obsta-
cle, ėdo denotes whether the robot is close to the obstacle or
not. edv is the distance between the robot and the virtual
point, ėdv describes whether the robot is near the virtual
point or not. eθv is the angle between the robot positive
direction and the virtual point direction, ėθv indicates the
angle change between the robot and the virtual point. Sim-
ilarly, edt, ėdt, eθt, and ėθt express the relative situations
between the robot and the target.

As the change of relative positions between the obstacle
and the robot can indicate whether the robot is far away
from the obstacle or not, ed0 > d0 and edo � d0 can be used
to describe this situation. |eθt| > θc2 and |eθt| � θc2 are
defined to describe whether the robot is towards the target
or not. Therefore, we can get the following characteristic

primitives:

Q1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

q1|edo � d0

q2|edo < d0

q3|ėdo > 0

q4|ėdo � 0

q5|ėdv > 0

q6|ėdv � 0

q7| |eθv| > θc1

q8| |eθv| � θc1

q9|ėθv > 0

q10|ėθv � 0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Q2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

q1|edo < d0 ∩ ėdo � 0

q1|edt > d1

q2|edt � d1

q3|ėdt > 0

q4|ėdt � 0

q5| |eθt| > θc2

q6| |eθt| � θc2

q7|ėθt > 0

q8|ėθt � 0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

The characteristic mode Φ, which describes the seven situ-
ations relative to the robot, the obstacle and the target, is
finally obtained by combination of characteristic primitives,
followed by

Φ1 =

⎧⎪⎨
⎪⎩
φ1 : edo < d0 ∩ ėdo � 0 ∩ ėdv > 0

φ2 : edo < d0 ∩ ėdo � 0 ∩ ėdv � 0 ∩ eθv > θc1

φ3 : edo < d0 ∩ ėdo � 0 ∩ ėdv � 0 ∩ eθv � θc1

⎫⎪⎬
⎪⎭

Φ2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

φ4 : edo < d0 ∩ ėdo � 0 ∩ ėdt > 0

φ5 : edo < d0 ∩ ėdo � 0 ∩ ėdt � 0 ∩ |eθt| > θc2

φ6 : edo < d0 ∩ ėdo � 0 ∩ edt > d2 ∩ ėdt � 0∩
|eθt| � θc2

φ7 : edo < d0 ∩ ėdo � 0 ∩ edt � d2 ∩ ėdt � 0∩
|eθt| � θc2

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
.

Based on actual control need and two control units of the
robot, i.e., the linear velocity uv and the angular velocity
uw, the control mode is finally deduced as follows:

Ψ1 =

⎧⎪⎨
⎪⎩

ψ1 : uv = K1, uw = k1 sign(eθv) · pi
ψ2 : uv = K2, uw = k2 sign(eθv) · pi
ψ3 : uv = Vmax, uw = k3 · eθv + k4 · ėθv

⎫⎪⎬
⎪⎭

Ψ2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ψ4 : uv = K3, uw = k5 sign(eθt) · pi
ψ5 : uv = K4, uw = k6 sign(eθt) · pi
ψ6 : uv = Vmax, uw = k7eθt + k8ėθt

ψ7 : uv = k9edt, uw = k10eθt + k11ėθt

⎫⎪⎪⎪⎬
⎪⎪⎪⎭
.

Finally, the planning process of obstacle avoidance can
be obtained with respect to the one to one mapping rela-
tionship between Φ and Ψ. Obstacle avoidance includes two
behaviors with seven modes. One behavior is to avoid the
obstacles, while the other one is to move toward the target.
The process of planning is described as follows.

1) If φ1 then ψ1: the obstacle is gradually close to the
robot. In order to avoid collision, it is necessary for the
robot to turn back and move toward the virtual point. In
addition, the robot will go along the arch owing to the two-
wheel driving mechanism. Therefore, a smaller linear ve-
locity and higher angular velocity enable the robot to turn
back quickly.

2) If φ2 then ψ2: the robot just turns back with a higher
angular error to the virtual point. Meanwhile, the obstacle
is closer to it. Thus, the linear velocity should be increased
to avoid collision between the robot and the obstacle.
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3) If φ3 then ψ3: the robot has already aimed at the vir-
tual point and is opposite the obstacle, thereby it should go
ahead with full speed to keep away from the obstacle.

4) If φ4 then ψ4: the robot has broken away from the
obstacle and is against the target, so it needs a lower lin-
ear velocity and higher angular velocity than before to turn
back.

5) If φ5 then ψ5: the robot has gotten rid of the obstacle
and moves toward the target, but the angular error is so
big that it needs to increase its linear velocity.

6) If φ6 then ψ6: the robot has already aimed at the tar-
get but is far away, thereby it needs a higher linear velocity
than before to move with full speed and control simultane-
ously the angular error within a certain range.

7) If φ7 then ψ7: when being close to the target, the
robot needs to control the deviation of linear velocity and
angular velocity to realize smooth action.

As discussed above, because the robot changes its posi-
tion and speed all the time depending on the actual state,
it will react quickly and move smoothly.

3.4 Target tracking

Similar to obstacle avoidance, the target tracking process
is decomposed into 6 modes.

1) If ed > d1∩|eθ| > θc1 then uv = k1, uw = k2 sign(eθ)·pi
A low linear velocity and high angular velocity are ap-

plied to make the robot turn back, when the robot is oppo-
site to the target and far away from it.

2) If ed � d1 ∩ |eθ| > θc1 then uv = k3, uw = k4eθ

When the robot is opposite to the target and closer to it,
if the velocity of the robot is increased, owing to the move-
ment mechanism and wheel speed following feature, then
the robot will be far away from the target. Therefore, a
lower linear velocity and a higher angular velocity should
be applied to the robot.

3) If θc2 < |eθ| � θc1 then uv = k5, uw = k6eθ + k7ėθ

Because the robot moves toward the target with signifi-
cant angle deviation, its linear velocity can be increased at
this time.

4) If ėd > −c∩|eθ| � θc2 then uv = k8, uw = k9eθ +k10ėθ

At this moment, the robot has aimed at the target while
its velocity is decreased, i.e., the robot follows the target,
so the robot should be accelerated immediately.

5) If ed � d2 ∩ ėd � −c ∩ |eθ| � θc2 then uv = Vmax,
uw = k11eθ

The robot is far away from the target and aims at it.
Therefore, the robot should go ahead with its maximal ve-
locity.

6) If ed < d2∩ ėd � −c∩|eθ| � θc2 then uv = k12ed, uw =
k13eθ + k14ėθ

At this situation, the robot is close to target with high
speed, it needs to reduce the control parameter in order to
smoothen the action.

3.5 Parameter confirming

There are many parameters in target tracking and ob-
stacle avoidance. For example, the obstacle avoidance has
4 parameters (d0, d1, θc1, θc2) in perception module and
16 parameters (K1, · · · ,K4, Vmax, k1, k2, · · · , k11) in ac-
tion module, while the target tracking has 5 parameters

(d1, d2, c, θc1, θc2) in perception module and 15 parameters
(k1, k2, · · · , k14, Vmax) in action module. How to determine
their values is crucial and difficult. The trial and error
method is usually used to determine these parameter val-
ues, and successfully applied in simple problems. However,
its effects totally depend on expert knowledge and whether
the determined values are the optimal ones or not.

In recent years, the genetic algorithms (GAs) has been
applied in many fields, which is the adaptive and heuristic
search algorithms based on the evolutionary ideas of natu-
ral selection and genetics[23,24]. In this paper, we adopt the
GA to obtain the parameter values.

Traditional GA can be conducted as follows: first, an
initial population is randomly generated from the encoded
parameters in a chromosome; then, a new offspring is pro-
duced through selection, crossover, and mutation operators;
finally, a satisfying solution is found. In order to acquire
a higher quality of initialized solution and searching effi-
ciency with sufficient diversity of population and no pre-
mature convergence, the traditional GA is improved by the
following six steps.

Step 1. Generation of the initial population through
mixed encoding of integral and real method. A chromo-
some can be generated by xi = li + β(ui − li), where li and
ui are the upper and lower limits of gene i in the solution
space. β ∈ {0, 0.1, 0.2, · · · , 1} is a random number. With
this method, a higher quality of initial population can be
gained.

Step 2. Selection with roulette wheel and definition of
the Hamming distance between two chromosomes to avoid
close relatives. The Hamming distance of two chromosomes
is defined as

DHamming(x, y) =

M∑
i=1

di, di =

{
1, if xi �= yi

0, otherwise
(6)

where x and y are two chromosomes, and di describes the
different genes between x and y.

If DHamming(x, y) < 1, these two chromosomes selected
by roulette wheel will not generate a new chromosome
through crossover operators. Two strategies are usually se-
lected to avoid this case. When DHamming(x, y) = 0, the
first strategy is adopted to generate a new chromosome
through mixed encoding of these two chromosomes to re-
place one of them. The second one is to select another gene
j as a new cut point when DHamming(x, y) = 1.

Step 3. Crossover with alterable precision for enhancing
the variety of population. If current generation is singu-
lar, the 1-point crossover will be selected. Otherwise, the
uniform crossover will continue.

Step 4. Generating an optimal chromosome through the
orthogonal experiment and crossover between two chromo-
somes. Because of the introduction of the Hamming dis-
tance, the orthogonal experiments only act on the different
parts between two chromosomes.

Step 5. Mutation by dynamic encoding to avoid prema-
ture convergence.

Let xoptimal = {x1, x2, · · · , xi, · · · , xM} be the best chro-
mosome in the current population. The dynamic encoding
will generate feedback mutation according to the following
steps:
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Step 5.1. Produce a random number ζ (ζ ∈ [0, 1]).
Step 5.2. If ζ < τ then using yi = μ · xi + β · ν · xi to

generate a new chromosome y = {y1, y2, · · · , yi, · · · , yM}
and replace the unsuitable one. Both μ and ν are constant
and smaller than 1. If ζ � τ then jump to Step 5.3.

Step 5.3. Generate a new chromosome through mixed
encoding between two chromosomes, and substitute it for
the one whose fitness is worse.

Step 5.4. Judge the suitability of the new produced
chromosome. If it does not meet the needed number, jump
to Step 5.1. Otherwise, jump to Step 5.5.

Step 5.5. End.
Step 6. Sort the parents and children according to fit-

ness to create a new generation population.

4 Experiment analysis

4.1 Simulation condition

In order to verify the algorithm presented above, some
experiments were designed in a simulated environment and
actual match. In simulation experiment, we used Matlab
6.5 software to realize the robot modeling and the HSIC
controller. We constructed a match court of 8 m× 6m as
the reduced actual court, and took its centre as the ori-
gin of the two-dimensional rectangular coordinate system
whose axes were along its right and top directions. The
unit was set as follows: the distance unit is a pixel, the
angle unit uses degrees, the linear velocity unit is millime-
ter per second, and the angular velocity unit is degree per
second. For simplicity, we used solid and hollow circles to
denote the obstacle (or ball) and the robot, respectively.

We designed the system structure in simulation environ-
ment, as shown in Fig. 5. In Fig. 5, “FB” denotes feedback
block for information, “Err” denotes error, “mdl” denotes
model defining link (actually it is defining for continuous
system), “ed” denotes error in distance, and “er” denotes
error revising in angle. This system includes four modules,
i.e., perception module, robot module, animation module,
and object control module. The animation module mainly
displays the moving process of all objects, e.g., the robot,
the ball, and the obstacles. The robot module is used to re-
alize the kinematic model introduced in Section 2, as shown
in Fig. 5 (b). The perception module deals with the input
information and calculates the error, as shown in Fig. 5 (c).
The object control module may control the object move-
ment through different algorithms such as the PID algo-
rithm. We will analyze the obstacle avoidance and target
tracking in detail.

(a) Simulation of the total system

(b) Simulation of robot

(c) Simulation of perception

Fig. 5 System design in simulation environment

4.2 Obstacle avoiding

In the simulation environment, the robot started from
the court centre and aimed at the goal. We designed two
dynamic obstacles with a changeable speed. When the ob-
stacle is far away from the robot, it would move quickly.
To test the obstacle avoidance ability of the robot, we
placed the obstacles at different positions and recorded its
responses. Fig. 6 shows the recorded results when the ob-
stacles were placed at different positions.

Fig. 6 Obstacle avoidance in simulation environment

As shown in Fig. 6, the obstacles would pursue the robot
all the time, thereby the robot had to change its control
strategy to avoid the obstacles at any moment and finally
reach the goal.

After testing the validity of the simulation experiments,
the HSIC method was applied to a real robot soccer match.
Through the GA, we could obtain the perception parame-
ters as follows: d0 = 80, d1 = 50, θc1 = 25, and θc2 = 30.
The action parameters are also listed as follows: K1 = 100,
K2 = 1000, K3 = 500, K4 = 1000, Vmax = 1800, k1 = 0.7,
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k2 = 0.8, k3 = 0.9, k4 = 0.02, k5 = 0.7, k6 = 0.8, k7 = 0.9,
k8 = 0.02, k9 = 12, k10 = 0.9, and k11 = 0.6.

Some representative snapshots, which came from the ac-
tual match video, are presented in Fig. 7. The twelve images
were obtained from an actual game video.

(a) Multi-obstacles avoidance

(b) Two obstacles avoidance

Fig. 7 Examples of obstacles avoidance in an actual match

As shown in Fig. 7, mark 1 denotes our robot controlled
by HSIC method. The other marked robots can be regarded
as the obstacles. Fig. 7 (a) shows that our robot (mark 1)
crosses three obstacles and passes around a static obstacle
(mark 5). When our robot is close to the opposite goal,
it holds the ball tightly and moves toward the goal in or-
der to avoid the challenges from the opponent robot. From
Fig. 7 (b) it can be seen that our robot first passes around
the opponent robot (mark 2), then goes around the goal-
keeper (mark 3). Finally, it moves toward the goal.

4.3 Target tracking

In the simulation experiment, the ball was set as a tar-
get, and the PID controller and the HSIC controller were
designed for target tracking action control, respectively. Pa-
rameters of the PID controller were optimized. During the
experiment, we put the ball at different positions then re-
lease it with a fixed speed along the positive direction. At
the same time, the robot started from the coordinate origin.
(+,+) denotes that the robot tags after the target, (+,−)
means that the robot tracks head-on towards the target in
the positive direction, while (−,+) and (−,−) indicate that
the robot pursues the target face to face along the negative
direction.

We performed the experiments 313 times by setting the
ball at different positions. Table 1 illustrates nine represen-
tative experiments. Fig. 8 shows the simulation results.

Fig. 8 (a) is the contrast of times in 313 experiments by
using both PID controller and HSIC controller. According
to the different ball′s positions, the tracks of PID and HSIC
are shown in the top and bottom insets of Fig. 8 (b), respec-
tively. Fig. 8 (c) illustrates the process in which the robot
pursues the ball and takes it into the goal.

From Table 1 and Fig. 8 (a), it can be found that the
HSIC algorithm spent less time than the PID algorithm in
simulation experiment, independently of the direction and
position of the target. Moreover, though the absolute dis-
tances were the same, the times spent on tracking the target
were different. For example, when the positions of the tar-
get were (1, 1), (1,−1), (−1, 1), and (−1,−1), the times
were 58, 65, 38, and 80 for the PID method and 50, 51,
35, and 66 for the HSIC method, respectively. Fig. 8 (b)
also shows that the track of HSIC method was smoother
than that of PID method. Fig. 8 (c) shows that the robot
first captured the ball then went toward the goal along the
optimal path by the HSIC method.

(a) Contrast of times for PID and HSIC

(b) Moving tracks of different states

(c) Moving tracks of robot based on HSIC

Fig. 8 The results of simulation

Table 1 Contrast of time periods

No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9

Coordinate (m) 0.5,1.0 0.5, −1.0 −0.5, 1.0 −0.5, −1.0 1.0, 0.5 0.5,4.0 −1.0, −2.5 −2.0,1.5 3.5,−1.5

New method (ms) 47 46 26 68 48 74 83 49 78

PID (ms) 50 64 38 87 54 88 90 52 102
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Fig. 9 illustrates an example of the target tracking process
in the actual match. In Fig. 9, the six images are obtained
from an actual game video. Mark 1 is our robot, mark 2
is a robot that can be seen as a static obstacle, mark 3
is the opponent robot with the ball, and marked 4 is our
goalkeeper. When our robot became aware of the threat
of our goal from the opponent robot, it moved toward our
goal and held up the opponent robot.

From Fig. 9, we can see the total process: first, our robot
perceived that the opponent robot would attack our goal,
as shown in inset No. 1; then it quickly moved towards our
goal (see inset No. 2); because there was a static obstacle
(mark 2) at that time, it decided to go around this obstacle,
as shown in inset No. 3; when our robot was gradually close
to our goal and perceived some threats from the opponent
robot at the left, it turned back (see inset No. 4) and ran
quickly towards the opponent robot to hold up this robot
(see insets No. 5 and No. 6).

Fig. 9 The target tracking example in actual match

From the comparative results of the simulation and
actual experiments, it can be concluded that the HSIC
method is more suitable for a rapid reaction and a smoother
track.

5 Conclusions

The bottom action control is very important to soccer
robots. Especially, when the bottom hardware cannot be
changed, the control algorithm is crucial for rapid reaction
and optimal track. In this paper, we mainly discuss the ar-
chitecture design of bottom action control, which includes
the design of obstacle avoidance and target tracking. The
HSIC method is inspired by human intelligence, which is
performed in simulation and actual match separately. The
results show that the HSIC method is effective in decreas-
ing the execution time and optimizing the track of bottom
action. At the same time, the comparative results also vali-
date the superiority and advantages of the proposed method
in this paper. However, the values of parameters are set off-
line. An adaptive parameter control mechanism is expected
to do better, which will be investigated in the future.

Our team attended the 2006 RoboCup Chinese Public
Competition in Changzhou, and gained the second prize in
4 versus 4 match and the third prize in 2 versus 2 match.
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