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Abstract: This paper presents an improved support vector machine (SVM) algorithm, which employs invariant moments-based edge
extraction to obtain feature attribute. A heuristic attribute reduction algorithm based on rough set′s discernible matrix is proposed

to identify and classify micro-targets. To avoid the complicated calibration for intrinsic parameters of camera, an improved Broyden′s
method is proposed to estimate the image Jacobian matrix which employs Chebyshev polynomial to construct a cost function to

approximate the optimization value. Finally, a visual controller is designed for a robotic micromanipulation system. The experiment

results of micro-parts assembly show that the proposed methods and algorithms are effective and feasible.
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1 Introduction

Micro-robot has a wide range of applications in micro-

electromechanical systems. In order to assemble multi mi-
cro objects, it is necessary to identify these objects first. In
the pattern recognition field, the moment feature is used as
one of the shape features extensively. Invariant moments

are the statistical properties of images which are invariant
to translation, reduction, and rotation. Hu[1] firstly used
invariant moments for regional shape recognition. Because
the moment feature cannot be calculated directly in close

or open structure, it needs to construct regional structure
first. Besides, the moment is involved in the calculation
of all the pixels of intra-regional and border, so it is time-
consuming. In this paper, we propose an edge extraction

algorithm to process image first and then calculate the edge
image′s invariant moments to obtain the feature attribute,
which solves the problems mentioned above.

After feature attribute extraction, the classification al-
gorithm should be provided for the final target identifica-

tion. There are mainly three kinds of classifiers. The first
is the statistics-based method such as Bayesian method,
K-nearest neighbors (KNN) method, support vector ma-
chine (SVM), and so on[2−7]. The second is the rule-based

method such as decision tree and rough sets. The last one
is the artificial neural network method. SVM algorithm is
a solution to convex optimization problems, and it is better
than others because its local optimal solution is definitely

the global optimal solution. Therefore, we employ SVM to
classify the targets. However, the classic SVM algorithm is
established on the basis of the quadratic planning. It can-
not distinguish the attribute importance through training

sample set. Also, it is time-consuming for large volume data
classification and time series prediction. It must shorten the
training time and reduce the occupied space of the training
sample set to satisfy real-time data processing.
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For the problems mentioned above, an improved support
vector machine classification algorithm is proposed to apply
edge extraction′s invariant moments for obtaining object′s
feature attribute[8]. In order to enhance operation effec-
tiveness and improve classification performance, a rough-
set-based feature attribute reduction algorithm has been
developed to distinguish the importance of training data

set[9,10].
In order to meet highly precise micro-manipulation task,

a robot must employ visual servoing methods. Usually, vi-
sual servoing needs to calibrate precisely the intrinsic pa-

rameter of the camera. However, system calibration is
a complicated and difficult problem, especially for micro-
manipulation based on microscope vision. Therefore, we
present an online uncalibrated method to estimate the im-

age Jacobian matrix.
Previous researches[11−13] developed online estimation

methods for image Jacobian matrix. Piepmeier et al.[14,15]

proposed a moving target tracking task based on the quasi-

Newton optimization method. This approach is adap-
tive, but cannot guarantee the stability of visual servoing.
Malis′s[16] method can keep the parameters of vision servo
controller constant when the intrinsic parameter of camera

is changed. Su et al.[17] presented a motion 3-dimensional
object tracking method based on global vision feedback.

Unfortunately, the current estimation methods have
some problems, such as estimation lag, singularity and low

convergence speed. Especially in dynamic circumstances,
those problems become more serious[18] . To deal with those
problems, we use a Broyden′s method to estimate the image
Jacobian matrix. The method employs Chebyshev polyno-

mial to construct a cost function which approximates the
optimization value and improves the convergence of estima-
tion.

To verify the effectiveness of the methods, a proportional-
derivative (PD) visual controller with estimated Jacobian

matrix is used to make the feature converge for satisfactory
dynamic performance. The micro-assembly robot experi-
ments confirm that the proposed method is effective and
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feasible.

2 Objects identification

2.1 Invariant moments theory

Assume that f(i, j) represents a two-dimensional contin-

uous function. Then, its (p + q)th-order moments can be
written as follows:

Mpq =

∫ ∫
ipjqf(i, j)didj, p, q = 0, 1, 2, · · · (1)

In terms of image computation, we generally use the sum
formula of the (p + q)th-order moments shown as follows:

Mpq =

M∑
i=1

N∑
j=1

f(i, j)ipjq , p, q = 0, 1, 2, · · · (2)

where p and q can choose the entire non-negative integer,
and they create infinite sets of the moments. According
to Papulisi′s theorem, the infinite sets can determine com-
pletely two-dimensional image f(i, j).

In order to ensure local invariance of the shape feature,
we must compute the image (p+q)th-order center moment,
that is, to calculate the invariant moments using the center
of object as the origin of the image. The center of object

(i′, j′) can be obtained from zero-order moment and first-
order moment. The centre-moment formula can be shown
as follows:

Mpq =
M∑

i=1

N∑
j=1

f(i, j)(i − i′)p(j − j′)q, p, q = 0, 1, 2, · · ·

(3)
At present, most studies about the two-dimensional invari-

ant moments focus on extracting the moment from the full
image. This will increase the computation and impact on
the real-time system. Therefore, we propose an invariant
moment method based on edge extraction which gets the

edge image first and then obtains the invariant moment
feature attributes. Obviously, this method keeps the region
feature of moment and reduces the computation greatly.

The formulas of the seven invariant moments are shown

in (4), which can meet the invariance of the translation,
rotation and scale.

Φ1 = m20 + m02

Φ2 = (m20 − m02)
2 + 4m11

Φ3 = (m30 − 3m12)
2 + (3m21 − m03)

2

Φ4 = (m30 + m12)
2 + (m21 + m03)

2

Φ5 = (m30 − 3m12)
2(m30 + m12)

[
(m30 + m12)

2−
3(m21 + m03)

2
]
+ (3m21 − m03)(m21 − m03)·

[3(m30 + m12)
2 − (m21 + m03)

2]

Φ6 = (m20 − m02)[(m30 + m12)
2 − 3(m21 + m03)

2]+

4m11(m30 + m12)(m21 + m03)

Φ7 = (3m12 − m30)
2(m30 + m12)

[
(m30 + m12)

2−
3(m21 + m03)

2
] − (m03 − 3m21)[3(m30 + m12)

2−
(m21 + m03)

2].

(4)

2.2 Improved support vector machine

2.2.1 Support vector machine

The basic idea of SVM is to apply a nonlinear mapping
Φ to map the data of input space into a higher-dimensional
feature space, and then implement the linear classification

in this higher-dimensional space.
Assume that the sample set (xi, yi), (i = 1, · · · , n), x ∈

Rd can be separated linearly, where x is a d dimensional
feature vector, and y ∈ {−1, 1} is the class label. The
general form of judgment function in its linear space is

f(x) = w · x + b. Then, the classification hyper plane equa-
tion is

w · x + b = 0. (5)

If classes m and n can be separated linearly in the set,
then there exists (w, b) to meet

w · xi + b > 0, xi ∈ m

w · xi + b < 0, xi ∈ n
(6)

where w is the weight vector, and b is the classification
threshold. According to (5), if w and b are zoomed in or
out at the same time, the classification hyper plane in (5)

will keep invariant. We presume that all sample data meet
|f(x) � 1|, and that the samples that are closest to classifi-
cation hyper plane meet |f(x) = 1|. Then, this classification
gap is equivalent to 2/ ‖w‖. Thus, the classification gap is
biggest when ‖w‖ is minimum.

2.2.2 Improved support vector machine

For the completion of the sample training, it is a usual
method that all the normalization feature attribute values
are used for modeling, which will inevitably increase the

computation and may lead to the misjudgment of the clas-
sification system for some unnecessary feature attributes.
Therefore, proposing a judgment method to distinguish the
attribute importance is necessary. First, we use rough set

theory to complete the judgment for samples attribute′s im-
portance and then carry out an improved SVM to forecast
classification based on the reduction attributes.

2.2.3 Rough set theory[19,20]

Presume that a decision-making system is S =

(U, A, V, f), where U is the domain with a non-null lim-
ited set and A = C ∪ D. C and D represent conditions
and decision-making attributes set, respectively. V is the
range set of attributes (V =

⋃
a∈A Va), and Va is the range

of attribute a. f is information function (f : UXA → V ).
If there exists f(x, a) ∈ Va under ∀x ∈ U and a ∈ A, and
∀B ⊆ A is a subset of the conditions attributes set, then we
call ind(B) to be un-distinguish relationship of S. Formula
ind(B) = {(x, y) ∈ UXU |∀a ∈ B, f(x, a) = f(y, a)} repre-

sents that x and y are indivisible under subset B. Given
X ⊆ U , B(xi) is the equivalent category, including xi in
terms of the equivalent relationship ind(B). We can define
the next approximate set B(X) and the last approximate

set B(X) of subset X as follows:

B(X) = {xi ∈ U |B(xi) ⊆ X}

B(X) = {xi ∈ U |B(xi) ∩ X 	= φ}.
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If there is B(X)−B(X)=φ, the set X is able to define a set

based on B. Otherwise, call X the rough set based on B.
The positive domain of X based on B is the object set that
can be determined to belong to X-based knowledge B, i.e.,
POSB(X) = B(X). The dependence of decision-making

attributes D and conditions attributes C can be defined as
follows:

γ(C,D) =
card(POSC(D))

card(U)

where card(X) is the base number of the set X.

The attributes reduction of rough set is that the redun-
dant attributes are deleted without losing information. The
formula R = {R|R ⊆ C, γ(R, D) = γ(C, D)} is the re-
duction attributes set. Therefore, we can use equation at-

tributes dependence as a condition for terminating iterative
computing.

In order to complete the attribute reduction, we propose
a heuristic attribute reduction algorithm based on rough

set′s discernible matrix, which uses the frequency at which
attributes occur in matrix as the heuristic rules and then
obtains the minimum attributes relative reduction.

The discernible matrix was introduced by Skowron and

Rauszer[21] and has been defined as

(cij) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

a ∈ A : r(xi) 	= r(xj), D(xi) 	= D(xj)

∅, D(xi) = D(xj)

−1, ∀r,∃r(xi) = r(xj),

D(xi) 	= D(xj).

(7)
According to (7), the values of elements are the different at-
tributes combination when the attributes for the decision-

making are different and the attributes for the conditions
are different. The values of elements are null when the at-
tributes for the decision-making are the same. The values
of elements are −1 when the attributes for the decision-
making are the same and the attributes for the conditions

are different.
If p(a) is the attribute importance formula of attribute

a, we can propose the following formula according to the
frequency at which attribute occurs.

p(a) = γ
1

|U2|
∑

a∈cij

1

|cij | (8)

where γ is the general parameter, and cij are the elements
of the discernible matrix. Obviously, the greater the fre-

quency at which attribute occurs, the greater its impor-
tance. Therefore, we can compute the importance of at-
tributes using the heuristic rules in (8) and eliminate the
attribute whose importance is the smallest. Then, the rel-

ative reduction of attributes can be obtained. After the
attributes have been reduced, the sample feature attributes
will be sent to SVM to establish the model. Finally, we can
finish the classification of the final prediction data.

Input. The decision-making table (U, A ∪ D, V, f)
Output. The relative attribute reduction
Algorithm steps:
Step 1. Compute the identification discernible matrix

M .

Step 2. Determine the core attributes and find the at-

tributes combination that the core attributes do not in-
clude.

Step 3. Obtain conjunctive normal form P = ∧(∨cij :
(i = 1, 2, 3, · · · , s; j = 1, 2, 3, · · · , m)) of the attributes com-

bination by Step 2, where cij are elements of each attribute
combination. Then, convert the conjunctive normal form
to disjunctive normal form.

Step 4. Determine the importance of attribute accord-

ing to (8).
Step 5. Compute the smallest importance of attribute

by Step 4 and then eliminate the attribute to obtain the
attributes reduction.

3 Jacobian martrix estimation

3.1 Image Jacobian

The image Jacobian matrix Jq is defined as

ḟ = Jq(q)q̇ (9)

i.e.,

Ja(q) =

[
∂f

∂q

]
=

⎡
⎢⎢⎢⎢⎢⎣

∂f1(q)

∂q1
· · · ∂f1(q)

∂qm

...
...

∂fn(q)

∂q1
· · · ∂fn(q)

∂qm

⎤
⎥⎥⎥⎥⎥⎦

(10)

where q = [q1, q2, · · · , qm]T represents the coordinates
of robot end-effector in the task space, and f =

[f1, f2, · · · , fn]T is the corresponding position in image fea-
ture.

3.2 Broyden based Jacobian matrix esti-
mation

The image Jacobian matrix can be calculated by calibrat-
ing the inner and outer parameters of robotic system and
sensor system. However, it is impossible to obtain precise
system parameters under a dynamic or uncertain environ-
ment. Therefore, we employ Broyden′s method to estimate

the image Jacobian matrix.
The Broyden nonlinear equation is

Ak+1 = Ak +
(y(k) − Aks(k))s(k)T

‖s(k)‖2
2

, k = 0, 1, · · · (11)

Apply the Broyden method to construct the estimation
model of image Jacobian matrix. According to (1), the fea-
ture error of two images is represented as

e(q) = fd − fc (12)

where fd is the feature of the expectation image, and fc is
the feature of the current image. The Taylor series expan-

sion of ef is shown as

ef (q) = ef (qm) +
∂e(qm)

∂q
(q − qm) + · · · + Rn(x) (13)

where Rn(x) is Lagrange remains.
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Define
∗
Jq(qn) as the N-th image Jacobian to be esti-

mated.
∗
Jq(q) =

∂e(qn)

∂q
. (14)

By ignoring the high-order term and Lagrange remains
Rn(x), the following equation can be obtained from (13)
and (14):

ef (q) = ef (qm) +
∗
Jq(qn)(q − qm). (15)

If counterpoints of J , Δe, and Δq are A, y, and s, respec-

tivelywe can construct the image Jacobian estimation model
based on Broyden as follows:

∗
Jq(qk+1) =

∗
Jq(qk) +

(Δe −
∗
Jq(qk)Δq)ΔqT

ΔqTΔq
. (16)

The Broyden algorithm estimates the optimization value

by employing iterative computation. Therefore, it needs the
end condition of iterative computation. We employ Cheby-
shev polynomial to construct the cost function to approxi-
mate the optimization value in the next session.

3.3 Cost function with Chebyshev polyno-
mial

Given

NK(q) = ef (qk) +
∗
Jq(q)(q − qk) (17)

if Nk(q) ∈ [−1, 1], for Chebyshev polynomial serial {Tn, n =
0, 1, · · · } with weight ρ(x) = (1 − x2)−1/2, its optimization

square approximation polynomial is

s∗n(x) =
a0

2
+

n∑
i=1

aiTi(x) (18)

where

ai =
2

π

∫ 1

−1

Nk(x)Ti(x)√
1 − x2

dx, i = 0, 1, · · · , n. (19)

Then,

N(q) = lim
n→∞

(
a0

2
+

n∑
i=1

aiTi(q)). (20)

Usually, Nk(q) ∈ [a, b]. We must convert [a, b] into [−1, 1].

The following equation can finish the convert.

t =
b − a

2
x +

b + a

2
. (21)

If we use part sum s∗n as N(q) approximation, under some
conditions, there is a fast speed for an →0.

3.4 Chebyshev polynomial approximation

Piepmeier et al.[14,15] provided recursion least square
(RLS) algorithm to approximate the best value for mini-
mum cost function, which is shown as

min(k) =

n∑
i=1

λk−i ‖Nk(qi−1) − Ni−1(qi−1)‖2 (22)

where λ is the rate of dependency of the prior data.

In order to obtain the performance, the cost function us-

ing RLS algorithm depends on the data of several previous
steps. This means that the prior knowledge must be ob-
tained for finishing the task. Similarly, the cost function
with Chebyshev polynomial is

M(k) =
n∑

i=1

‖Nk(qi−1) − Ni−1(qi−1)‖2 . (23)

It is clear that the cost function using Chebyshev polyno-
mial is independent of the prior data.

3.5 Jacobian estimator

A Broyden estimator of image Jacobian with Chebyshev
polynomial approximate algorithm is developed. A graphi-

cal representation of the estimate process is shown in Fig. 1.

Fig. 1 A Broyden estimator of image Jacobian with Chebyshev

polynomial approximate algorithm

Firstly, the Broyden estimator starts with initial end ef-
fector position q0 and precision ε. Then, the camera cap-
tures an image of end effector for extracting correspond-

ing image coordinate feature fk, which provides the pos-

sibility for calculating
∗
J(qk) according to formula

∗
J(qk) =

[f ′(qk)]−1. Secondly, the camera captures an image of tar-

get to obtain expectative image coordinate feature fk+1.

With the obtained
∗
J(qk), the servoing control law can be

deduced in the section of the vision controller design. Fi-

nally, program judges whether precision ε meets system re-
quirement or not. If precision ε meets the requirement,
the program will end; otherwise, the system will execute
repeated processing.

4 Design of visual controller

In order to finish positioning task of three-dimensional

micro-objects, in the practical operation, micro-
manipulation tasks will be divided into horizontal direc-
tion (X-Y plane) movement and vertical direction (Z-axis)
movement. The manipulator moves in the X-Y plane and

locates micro-parts first, then makes movements in the
Z-axis vertically and locates micro-parts at the centre.
Therefore, we can compute horizontal and vertical image
Jacobian matrix, which can complete locating and tracking

three-dimensional objects.
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The changes of robotic movement [dx,dy]T and image

characteristics [du,dv]T can be written as follows.
[

dx

dy

]
=

.

J

[
du

dv

]
. (24)

According to the online estimation of image Jacobian ma-
trix J based on Broyden method, we can set the position
of the error e = fd − fc, where fd is the expectation of the
object position (600 μm diameter cylindrical parts), and fc

is the centre position of the end effector. Then, the control
law of PD controller u(k) is

u(k) = Kp(J̇
TJ̇)−1J̇Te(k) + Kd(J̇

TJ̇)−1J̇T Δe(k)

Ts
(25)

where Ts is the time interval, Kp is the proportional gain,
and Kd is the differential gain.

5 Experiments

Fig. 2 shows an experiment platform of a micro-robotic
micromanipulation system.

Fig. 2 The experiment platform of a robotic micromanipulation

system

The experiment system consists of three parts. The

first is a micro-moving platform, including three micro-
manipulators. The second are micro-grippers, including
two grippers driven by piezoelectricity and a vacuum ad-
sorption micro-gripper. The third is a two-way orthogonal

optical micro-vision platform, including a horizontal micro-
scope and a vertical microscope.

5.1 Feature extraction

The main task of the experiment is to identify and clas-
sify the micro grippers and targets which can provide con-
venience for follow-up visual servoing task. Fig. 3 shows the
original images of the targets and grippers in microscopic

environment. Fig. 4 shows the extraction edges of the tar-
gets and grippers.

(a) Vertical view (b) Horizontal view

Fig. 3 Original microscopic images in vertical and horizontal

view fields

(a) Vertical edges of targets (b) Horizontal edges of targets

(c) Vertical edges of grippers (d) Horizontal edges of grippers

Fig. 4 The extracted edges of the targets and grippers

5.2 Results of identification and analysis

Table 1 gives the normalized feature attribute values of

the four different objectives using invariant moment algo-
rithm. We compute the feature attributes of objects in all
directions and only list the feature attributes in one direc-
tion.

We firstly compare the data classification effectiveness
on a number of micro objects by using the traditional sup-
port vector machine algorithm and SVM + rough set. The
results are shown in Table 2.

According to Table 2, the correction rate of classifica-
tion based on the proposed SVM + rough set classification
algorithm is 95.89%, which is higher than the single SVM
algorithm correction rate (93.45%). So, it can be concluded

here that the attribute reduction improves the classification
ability. Besides, compared with the calculation time, it can
be seen clearly from Table 2 that the calculation time of
the proposed algorithm is about five times less than that of

the single SVM algorithm so that the system becomes more
effective in real time.

Table 1 The feature attribute normalization values of different objects using invariant moments algorithm

Category F1 F2 F3 F4 F5 F6 F7

Cylindrical part 1.0000 −0.9910 0.9935 −0.1600 0.1076 1.0000 −0.5762

Glass small ball 1.0000 0.9900 −0.9946 0.1822 0.1178 0.9952 −0.5486

Piezoelectricity gripper −0.9897 −0.7610 −1.0000 −1.0000 −0.9999 0.9554 −1.0000

Vacuum gripper 0.1673 0.9993 0.3131 0.9915 0.9857 −0.9577 0.9861
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Table 2 The comparison results of using two classification methods

SVM classification correction rate Time (ms) SVM+rough set classification correction rate Time (ms)

93.45% 2108.24 95.89% 357.65

Table 3 The comparison results of classification accuracy

Serial number Property SVM classification accuracy SVM +rough set classification accuracy

1 10 90.00% 95.10%

2 15 90.25% 96.00%

3 9 89.00% 92.87%

4 21 92.15% 97.08%

5 15 90.80% 92.33%

6 12 90.00% 93.50%

7 12 94.00% 95.22%

8 20 92.16% 97.40%

Table 3 provides the comparison results of classification
accuracy using SVM classification and SVM + rough set
classification for 25 feature attributes (gray, area, perime-
ter, texture, etc.). In Table 3, the first column is serial

number of data sets; the second column is the number of
conditions attributes after attribute reduction; the third
column is classification accuracy with SVM; the fourth col-
umn is classification accuracy with SVM + rough set al-

gorithm. The number of conditions attributes of the final
classification for entering to SVM is 14.25, less than 25 fea-
ture attributes. This simplifies the follow-up SVM forecast
classification process.

5.3 Positioning test

To accomplish micromanipulator positioning and grip-
ping micro-parts, the centers of objects and grippers should

be obtained first. The centers can be accessed by a series
of image processing, including graying, denoising, filtering,
canny operating, edge extraction, fuzzy c-means clustering,
and so on. In Fig. 4, the X-Y image plane coordinates of

the object center are (147, 99) and the gripper center (343,
77).

Assume that the initial parameters of PD controller Kp

and Kd are 10 and 0, respectively, which means that the sys-

tem is only joined proportional control. The control effect is
shown in Fig. 5. We can see that the implementation of au-
tomatic positioning objects to the target center has biggish
oscillation and overshoot. When Kp = 10 and Kd = 1.5,

the proportional and differential controls are incorporated.
The control result is shown in Fig. 6.

The joined differential item inhibits the system over-
shoot, and the system meets the rapidity and smoothness.

Finally, the implementation of micro-manipulator position-
ing and automatic gripping operations is given. The sat-
isfied implementation can be obtained with the results to
meet the system application requirements. Fig. 7 shows the

image of the end effector automatically locating object.

Fig. 5 The trajectory of micromanipulator approaching goal ob-

ject with only proportional control (X-Y plane)

Fig. 6 The trajectory of micromanipulator approaching goal ob-

jects with proportional and differential control (X-Y plane)

Finally, we give the comparison results of the convergence
speed of the cost function based on Chebyshev polynomials
and RLS, as shown in Fig. 8. It is clear from Fig. 8 that the

cost function based on Chebyshev polynomials improves the
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system identification process of convergence compared with

the RLS algorithm.

(a) Vertical view (b) Horizontal view

Fig. 7 The images of end effectors automatically locating and

gripping objects in vertical and horizontal view fields

(a) Convergence speed of RLS

(b) Convergence speed of Chebyshev algorithm

Fig. 8 The comparison results of the convergence speeds

6 Conclusions

In a 3D micro-size robotic assembly system, an improved
support vector machine algorithm is presented, which is
used to identify multiple micro objects. An improved
Broyden′s method is proposed to estimate the image Ja-

cobian matrix online which employs Chebyshev polynomial
to construct a cost function to approximate the optimiza-
tion value. Finally, a PD controller is designed for the
micro-manipulator. In the microscopic visual environment,

the proposed methods are used to complete visual servoing

tasks of a micromanipulator with positioning and automat-

ically gripping micro-parts. The experimental results show
that the proposed methods and algorithm are effective.
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