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Abstract: Several software reliability growth models (SRGM) have been developed to monitor the reliability growth during the
testing phase of software development. In most of the existing research available in the literatures, it is considered that a similar testing
effort is required on each debugging effort. However, in practice, different types of faults may require different amounts of testing
efforts for their detection and removal. Consequently, faults are classified into three categories on the basis of severity: simple, hard
and complex. This categorization may be extended to r type of faults on the basis of severity. Although some existing research in the
literatures has incorporated this concept that fault removal rate (FRR) is different for different types of faults, they assume that the
FRR remains constant during the overall testing period. On the contrary, it has been observed that as testing progresses, FRR changes
due to changing testing strategy, skill, environment and personnel resources. In this paper, a general discrete SRGM is proposed for
errors of different severity in software systems using the change-point concept. Then, the models are formulated for two particular
environments. The models were validated on two real-life data sets. The results show better fit and wider applicability of the proposed
models as to different types of failure datasets.

Keywords: Discrete software reliability growth model, non-homogeneous Poisson process, fault severity, change point, probability
generating function.

1 Introduction

With the growth in demand for zero defects, predicting
reliability of software products is gaining importance. Soft-
ware reliability models are used to estimate the reliability of
a software product. A number of software reliability growth
models (SRGM) have been developed in the literature, un-
der different sets of assumptions and testing environments.

SRGMs are generally classified into two groups. The first
group contains models, which use the execution time (i.e.,
CPU time) or calendar time. Such models are called contin-
uous time models[1−4]. The second group contains models,
which use the test cases as a unit of fault removal period.
Such models are called discrete time models, since the unit
of software fault removal period is countable[5−7]. A test
case can be a single computer test run executed in an hour,
day, week or even month. Therefore, it includes the com-
puter test run and length of time spent to visually inspect
the software source code. A large number of models have
been developed in the first group while there are fewer in
the second group due to the difficulties in terms of mathe-
matical complexity involved.

The utility of discrete SRGM cannot be underestimated.
As the software failure data sets are discrete, these models
often provide better fit than their continuous time counter-
parts. Therefore, in spite of difficulties in terms of mathe-
matical complexity involved, discrete models are proposed
regularly.

In the last three decades several SRGMs have been de-
veloped to estimate the fault content, failure rate and fault
removal rate (FRR) per fault in software and to predict
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the reliability of the software at the release time. Most
of these are characterized by the mean value function of a
non-homogeneous Poisson process (NHPP) and utilize his-
torical failure data collected during the testing phase to
evaluate the quality of the software. Most of these models
were proposed under the assumption that similar testing
efforts and testing strategy is required for removing each
of the faults. However this assumption may not be true in
practice. Different faults may require a different amount of
testing efforts and testing strategy for their removal from
the system. To incorporate this phenomenon, faults are cat-
egorized into different types, and are analyzed respectively.
Yamada et al.[8] proposed a modified exponential SRGM
assuming that there are two types of faults in the software
and exponential failure curve. Pham[9] proposed an SRGM
with multiple failure types. Later, Kapur et al.[1] intro-
duced a flexible model called the generalized Erlang SRGM
by classifying the faults in the software system as simple,
hard and complex faults. It is assumed that the time delay
between the failure observation and its subsequent removal
represent the severity of faults. The model is extended to
r type faults. Therefore, it is desired to study the testing
and debugging process of each type of faults separately[2,10].
The mean value function of the SRGM is described by the
joint effect of the type of faults present in the system.

It has been assumed in the above models that the FRR
remains constant over the entire testing period. However,
it is observed that the FRR may not be constant and can
change as the testing progresses. Due to the complexity of
the software system and the incomplete understanding of
the software requirements, specifications and structure, the
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testing team may not be able to detect the faults at the
same rate. As the testing progresses, the FRR changes. The
time at which FRR changes is called change-point. There
can be multiple change-points in the testing process[4,11−13] .
The idea behind the change point concept is that it divides
the testing period into intervals and assumes that during a
particular interval the testing strategy and testing environ-
ment are more or less similar and are slightly different from
the other subintervals. The FRR is either assumed to be
constant or a function of number of test cases executed dur-
ing each subinterval but varies from the other subintervals.
The concept of change point was started by Zhao[14] who
introduced the change-point analysis in hardware and soft-
ware reliability. Shyur[13] and Kapur et al.[3,15] also made
their contributions in this area. Shyur[13] has developed an
SRGM for multiple types of faults incorporating the concept
of change point keeping the FRR constant and different for
different types of faults.

In this paper, we propose a general discrete SRGM con-
sidering r types of faults on the basis of severity of faults
in the software system incorporating the effect of change
point. The general framework of the model can be refor-
mulated for specific applications and testing environment
with ease. Further, we have formulated two models for the
software system developed for critical applications under a
specific testing environment. The models are validated on
real-life data sets. This paper is an extension to the earlier
work done by Kapur et al.[4].

This paper is organized as follows. Section 2 presents the
model formulation for the proposed models. Section 3 gives
the method used for parameter estimation and criteria used
for validation and evaluation of the proposed models. The
goodness of fit of the proposed models is compared with
the discrete version of Yamada′s exponential model[8] with
two types of faults and Shyur′s Model[13] for three types
of faults with one change point. For comparison purpose,
Yamada′s exponential model[8] is modified assuming three
types of faults to be in the system. We conclude this paper
in Section 4.

Notation

n : Number of test cases executed.

r : Types of faults on the basis of severity.

m (n) : Expected number of faults after r test cases during
testing phase.

mi(n) : Mean value function of type i faults, i = 1, 2, · · · , r.

τi : Change points from where a change in FRR is ob-
served, i = 1, 2, 3, · · ·, q.

a : Total fault content.

ai : Initial fault content of type i faults, i = 1, 2, 3, · · · , r.

pi : Proportion of type i faults in the software, i =
1, 2, 3, · · · , r.

bij(n) : FRR for a fault type i in j-th interval (each interval
corresponding to each change point), i = 1, 2, 3, · · · , r.

2 Software reliability growth modelling

The general assumptions of the model are as follows.
Assumption 1. Failure observation / fault removal phe-

nomenon is modeled by NHPP.
Assumption 2. Each time a failure is observed, an im-

mediate effort takes place to decide the cause of the failure
in order to remove it.

Assumption 3. The fault removal process is perfect.
Assumption 4. The delay between the failure observa-

tion and its subsequent removal is assumed to represent the
severity of faults. The more severe the fault, the more the
delay is.

Assumption 5. Software is subject to failures during
execution caused by faults remaining in the software.

Assumption 6. During the fault isolation / removal, no
new fault is introduced into the system.

Assumption 7. The FRR per remaining fault of each
type of fault is different and the rate changes with the
change point.

2.1 General framework of model

Faults may be classified as simple, hard and complex de-
pending upon the time between their observation and re-
moval. The more severe the fault, the more the effort and
time to remove the fault cost. Here we have modeled the
removal phenomenon of the testing and debugging process
in terms of Assumption 7. Depending on severity, the faults
can be of r types and q number of change-points.

Based on Assumptions 1–7, the differential equation de-
scribing the model can be given as

mi (n + 1) − mi (n)

δ
= bij [api − mi (n)] (1)

i = 1, 2, · · · , r, j = 1, 2, · · · , q

where

bij =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

bi1(n) , 0 ≤ n ≤ τ1

bi2(n) , τ1 < n ≤ τ2

· · · , · · ·
biq(n) , n > τq

. (2)

The solution of (1) can be obtained by substituting the
forms of the FRR in (2) and defining the number q of change
points based on the past data or by experience. The mean
value function of the expected total number of faults re-
moved from the system is given as

m(n) =

r∑

i=1

mi(n). (3)

2.2 Proposed SRGM 1

In some applications, we may expect that the FRR for
each type of fault may increase with the number of test
cases as the testing team gains experience with the code
and learning occurs and reaches a certain constant level to-
wards the end of the testing phase. The FRR of hard and
complex faults is less than that of simple fault type and
least for complex faults. We may also observe a decreasing
FRR towards the end of the testing phase as most of the
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faults in the software were removed and failure intensity has
become much less (see Table 1).

Table 1 FRR with two change points

FRR

Interval Simple Hard Complex

faults faults faults

0 ≤ n ≤ τ1 b11

(
b221n

)

(1 + b21n)

(
b331n(n + 1)

/
2
)

(
1 + b31n + b331n(n + 1)

/
2
)

τ1 < n ≤ τ2 b12 b22

(
b232n

)

(1 + b32n)

n > τ3 b13 b23 b33

Here, τ1 is the number of test cases after which fault
detection rate increases due to the expertise or efficiency
gained by the present testing team, fault density, intro-
duction of skilled testing personnel, etc. τ2 is the number
of test cases in which the testing efficiency gained by the
testing team results in the removal of different types of
faults with a constant FRR.

2.2.1 Simple faults

For 0 ≤ n ≤ τ1,

m1 (n + 1) − m1 (n)

δ
= b11 [a1 − m1 (n)] . (4)

Solving (4) using probability generating function (PGF) un-
der the initial conditions at n = 0, m1 (n) = 0 we get

m1 (n) = a1 (1 − (1 − b11δ)
n) . (5)

For τ1 < n ≤ τ2,

m1 (n + 1) − m1 (n)

δ
= b12 [a1 − m1 (n)] . (6)

Solving (6) using PGF under the initial conditions at n =
τ1, m1 (n) = m1(τ1) we get

m1 (n) = a1

(
1 − (1 − b11δ)

τ1 (1 − b12δ)
(n−τ1)

)
. (7)

For n > τ2,

m1 (n + 1) − m1 (n)

δ
= b13 [a1 − m1 (n)] . (8)

Solving (8) using PGF under the initial conditions at n =
τ2, m1 (n) = m1(τ2) we get

m1 (n) =a1

(
1 − (1 − b11δ)

τ1 (1 − b12δ)
(τ2−τ1) ·

(1 − b13δ)
(n−τ2)

)
. (9)

2.2.2 Hard faults

For 0 ≤ n ≤ τ1,

m2 (n + 1) − m2 (n)

δ
=

(
b2
21n
)

(1 + b21n)
[a2 − m2 (n)] . (10)

Solving (10) using PGF under the initial conditions at
n = 0, m2 (n) = 0 we get

m2 (n) = a2 (1 − (1 + b21nδ) (1 − b21δ)
n) . (11)

For τ1 < n ≤ τ2,

m2 (n + 1) − m2 (n)

δ
= b22 [a2 − m2 (n)] . (12)

Solving (12) using PGF under the initial conditions at
n = τ1, m2 (n) = m2(τ1) we get

m2 (n) =a2 [1 − (1 + b21δτ1 ) ·
(1 − b21δ)

τ1 (1 − b22δ)
(n−τ1)

]
. (13)

For n > τ2,

m2 (n + 1) − m2 (n)

δ
= b23 [a2 − m2 (n)] . (14)

Solving (14) using PGF under the initial conditions at
n = τ2, m2 (n) = m2(τ2) we get

m2 (n) =a2 [1 − (1 + b21δτ1) (1 − b21δ)
τ1 ·

(1 − b22δ)
(τ2−τ1) (1 − b23δ)

(n−τ2)
]
. (15)

2.2.3 Complex faults

For 0 ≤ n ≤ τ1,

m3 (n + 1) − m3 (n)

δ
=

(
b331n(n+1)

2

)

(
1 + b31n +

b231n(n+1)

2

) ·

[a3 − m3 (n)] . (16)

Solving (16) using PGF under the initial conditions at
n = 0, m3 (n) = 0 we get

m3 (n) =a3

(

1 −
(

1 + b31nδ +
b2
31n(n + 1)δ2

2

)

·

(1 − b31δ)
n) . (17)

For τ1 < n ≤ τ2,

m3 (n + 1) − m3 (n)

δ
=

(
b2
32n
)

(1 + b32n)
[a3 − m3 (n)] . (18)

Solving (18) using PGF under the initial conditions at
n = τ1, m3 (n) = m3(τ1) we get

m3 (n) =a3

[

1 −
(

1 + b32nδ

1 + b32τ1δ

)

·
(

1 + b31τ1δ +
b2
31τ1(τ1 + 1)δ2

2

)

·

(1 − b31δ)
τ1 (1 − b32δ)

(n−τ1)
]
. (19)

For n > τ2,

m3 (n + 1) − m3 (n)

δ
= b33 [a3 − m3 (n)] . (20)
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Solving (20) using PGF under the initial conditions at
n = τ2, m3 (n) = m3(τ2) we get

m3 (n) =a3

[

1 −
(

1 + b32τ2δ

1 + b32τ1δ

)

·
(

1 + b31τ2δ +
b2
31τ1(τ1 + 1)δ2

2

)

·

(1 − b31δ)
τ1 (1 − b32δ)

(τ2−τ1) ·
(1 − b33δ)

(n−τ2)
]
. (21)

The total fault removal phenomenon of the proposed SRGM
is given by the sum of the mean value function of the simple,
hard and complex faults.

Thus, the mean value function of superimposed NHPP is

m(n) = m1(n) + m2(n) + m3(n) (22)

which implies

m (n) = a1

(
1 − (1 − b11δ)

τ1 (1 − b12δ)
(τ2−τ1) ·

(1 − b13δ)
(n−τ2)

)
+

a2 [1 − (1 + b21τ1δ) (1 − b21δ)
τ1 ·

(1 − b22δ)
(τ2−τ1) (1 − b23δ)

(n−τ2)
]
+

a3

[

1 −
(

1 + b32τ2δ

1 + b32τ1δ

) (

1 + b31τ2δ +
b2
31τ1(τ1 + 1)δ2

2

)

·

(1 − b31δ)
τ1 (1 − b32δ)

(τ2−τ1) (1 − b33δ)
(n−τ2)

]
.

(23)

2.3 Proposed SRGM 2

In critical applications, the testing team starts with a
constant FRR for each type of fault. When some critical
faults that can severely effect the application are detected,
the new testing personnel are added and modifications in
testing strategy are made to improve the overall efficiency
of the testing. As a result, the FRR decreases. When the
testing progresses and the learning occurs, the FRR starts
increasing and ultimately reaches a certain constant level
towards the end of the testing phase. For simple faults,
it is reasonable to assume a constant FRR in each change
point interval since not many learning testing strategies are
applied for their removals.

Table 2 shows the FRR with three change points. Here
we observe that at τ1, fault detection rate shows a decrease
due to the addition of new testing personnel and modifi-
cations in testing strategy to improve the efficiency of the
testing team. Then at τ2, fault detection rate starts in-
creasing as the testing progresses due to the learning of the
testing team, and ultimately reaching a stable value after
τ3.

Table 2 FRR with three change points

FRR

Interval Simple Hard Complex

faults faults faults

0 ≤ n ≤ τ1 b11 b21 b31

τ1 < n ≤ τ2 b12

(
b222n

)

(1 + b22n)

(
b332n(n + 1)

/
2
)

(
1 + b32n + b332n(n + 1)

/
2
)

τ2 < n ≤ τ3 b13 b23

(
b233n

)

(1 + b33n)

n > τ3 b14 b24 b34

2.3.1 Simple faults

For 0 ≤ n ≤ τ1,

m1 (n + 1) − m1 (n)

δ
= b11 [a1 − m1 (n)] . (24)

Solving (24) using PGF under the initial conditions at
n = 0, m1 (n) = 0 we get

m1 (n) = a1 (1 − (1 − b11δ)
n) . (25)

For τ1 < n ≤ τ2,

m1 (n + 1) − m1 (n)

δ
= b12 [a1 − m1 (n)] . (26)

Solving (26) using PGF under the initial conditions at
n = τ1, m1 (n) = m1(τ1 ) we get

m1 (n) = a1

(
1 − (1 − b11δ)

τ1 (1 − b12δ)
(n−τ1)

)
. (27)

For τ2 < n ≤ τ3,

m1 (n + 1) − m1 (n)

δ
= b13 [a1 − m1 (n)] . (28)

Solving (28) using PGF under the initial conditions at
n = τ2, m1 (n) = m1(τ2 ) we get

m1 (n) =a1

(
1 − (1 − b11δ)

τ1 (1 − b12δ)
(τ2−τ1) ·

(1 − b13δ)
(n−τ2)

)
. (29)

For n > τ3,

m1 (n + 1) − m1 (n)

δ
= b14 [a1 − m1 (n)] . (30)

Solving (30) using PGF under the initial conditions at
n = τ3, m1 (n) = m1(τ3) we get

m1 (n) =a1

[
1 − (1 − b11δ)

τ1 (1 − b12δ)
(τ2−τ1) ·

(1 − b13δ)
(τ3−τ2) (1 − b14δ)

(n−τ3)
]

. (31)

2.3.2 Hard faults

For 0 ≤ n ≤ τ1,

m2 (n + 1) − m2 (n)

δ
= b21 [a2 − m2 (n)] . (32)
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Solving (32) using PGF under the initial conditions at
n = 0, m2 (n) = 0 we get

m2 (n) = a2 (1 − (1 − b21δ)
n) . (33)

For τ1 < n ≤ τ2,

m2 (n + 1) − m2 (n)

δ
=

(
b2
22n
)

(1 + b22n)
[a2 − m2 (n)] . (34)

Solving (34) using PGF under the initial conditions at
n = τ1, m2 (n) = m2(τ1 ) we get

m2 (n) =a2

[

1 − (1 + b22nδ)

(1 + b22τ1δ)
(1 − b21δ)

τ1 ·

(1 − b22δ)
(n−τ1)

]
. (35)

For τ2 < n ≤ τ3,

m2 (n + 1) − m2 (n)

δ
= b23 [a2 − m2 (n)] . (36)

Solving (36) using PGF under the initial conditions at
n = τ2, m2 (n) = m2(τ2) we get

m2 (n) =a2

[

1 − (1 + b22τ2δ)

(1 + b22τ1δ)
(1 − b21δ)

τ1 ·

(1 − b22δ)
(τ2−τ1) (1 − b23δ)

(n−τ2)
]
. (37)

For n > τ3,

m2 (n + 1) − m2 (n)

δ
= b24 [a2 − m2 (n)] . (38)

Solving (38) using PGF under the initial conditions at
n = τ3, m2 (n) = m2(τ3) we get

m2 (n) =a2

[

1 − (1 + b22τ2δ)

(1 + b22τ1δ)
(1 − b21δ)

τ1 ·

(1 − b22δ)
(τ2−τ1) ·

(1 − b23δ)
(τ3−τ2) (1 − b24δ)

(n−τ3)
]
. (39)

2.3.3 Complex faults

For 0 ≤ n ≤ τ1,

m3 (n + 1) − m3 (n)

δ
= b31 [a3 − m3 (n)] . (40)

Solving (40) using PGF under the initial conditions at
n = 0, m3 (n) = 0 we get

m3 (n) = a3 (1 − (1 − b31δ)
n) . (41)

For τ1 < n ≤ τ2,

m3 (n + 1) − m3 (n)

δ
=

(
b332n(n+1)

2

)

(
1 + b32n +

b232n(n+1)

2

) ·

[a3 − m3 (n)] . (42)

Solving (42) using PGF under the initial conditions at
t = τ1, m3 (t) = m3(τ1 ) we get

m3 (n) =a3

⎡

⎣1 −
(
1 + b32nδ +

b232n(n+1)δ2

2

)

(
1 + b32τ1δ +

b232τ1(τ1+1)δ2

2

) ·

(1 − b31δ)
τ1 (1 − b32δ)

(n−τ1)
]
. (43)

For τ2 < n ≤ τ3,

m3 (n + 1) − m3 (n)

δ
=

(
b2
33n
)

(1 + b33n)
[a3 − m3 (n)] . (44)

Solving (44) using PGF under the initial conditions at
n = τ2, m3 (n) = m3(τ2) we get

m3 (n) =a3

[

1 −
(

1 + b32τ2δ +
b232τ2(τ2+1)δ2

2

1 + b32τ1δ +
b232τ1(τ1+1)δ2

2

)

·
(

1 + b33nδ

1 + b33τ2δ

)

·

(1 − b31δ)
τ1 (1 − b32δ)

(τ2−τ1) ·
(1 − b33δ)

(n−τ2)
]
. (45)

For n > τ3,

m3 (n + 1) − m3 (n)

δ
= b34 [a2 − m2 (n)] . (46)

Solving (46) using PGF under the initial conditions at
n = τ3, m3 (n) = m3(τ3) we get

m3 (n) =a3

[

1 −
(

1 + b32τ2δ +
b232τ2(τ2+1)δ2

2

1 + b32τ1δ +
b232τ1(τ1+1)δ2

2

)

·
(

1 + b33τ3δ

1 + b33τ2δ

)

(1 − b31δ)
τ1 ·

(1 − b32δ)
(τ2−τ1) ·

(1 − b33δ)
(τ3−τ2) (1 − b34δ)

(n−τ3)
]
. (47)

The total fault removal phenomenon of the proposed
SRGM 2 is given by the sum of the mean value function
of the simple, hard and complex faults. Thus, the mean
value function of superimposed NHPP is

m(n) = m1(n) + m2(n) + m3(n)
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which implies

m(n) =a1

[
1 − (1 − b11δ)

τ1 (1 − b12δ)
(τ2−τ1) ·

(1 − b13δ)
(τ3−τ2) (1 − b14δ)

(n−τ3)
]
+

a2

[

1 − (1 + b22τ2δ)

(1 + b22τ1δ)
(1 − b21δ)

τ1 (1 − b22δ)
(τ2−τ1) ·

(1 − b23δ)
(τ3−τ2) (1 − b24δ)

(n−τ3)
]
+

a3

[

1 −
(

1 + b32τ2δ +
b232τ2(τ2+1)δ2

2

1 + b32τ1δ +
b232τ1(τ1+1)δ2

2

)

·
(

1 + b33τ3δ

1 + b33τ2δ

)

(1 − b31δ)
τ1 (1 − b32δ)

(τ2−τ1) ·

(1 − b33δ)
(τ3−τ2) (1 − b34δ)

(n−τ3)
]
. (48)

In (23) and (48),

a1 = ap1 , a2 = ap2 , a3 = ap3. (49)

Continuous time models for (23) and (48) are derived in
Appendix.

3 Parameter estimation

Parameter estimation and model validation is an impor-
tant aspect of modeling. The mathematical equations of the
proposed SRGM are non-linear. Technically, it is more dif-
ficult to find the solution for non-linear models using least
square method and requires numerical algorithms to solve.
Statistical software packages such as statistical package for
social sciences (SPSS) help to overcome this problem. For
the estimation of the parameters of the proposed model, the
non-linear regression method of SPSS has been used. Non-
linear regression is a method of finding a nonlinear model of
the relationship between the dependent variable and a set of
independent variables. Unlike traditional linear regression,
which is restricted to estimating linear models, non-linear
regression can estimate models with arbitrary relationships
between independent and dependent variables.

3.1 Comparison criteria for SRGM

The performance of SRGM is judged by their ability to
fit the past software fault data (goodness of fit).
3.1.1 Goodness of fit criteria

Goodness of fit denotes how good a mathematical model
(for example a linear regression model) fits the data.

1) The mean square fitting error (MSE)
The models under comparison are used to simulate the

fault data, the difference between the expected values,
m̂(ni) and the observed data yi is measured by MSE[6] as
follows:

MSE =

k∑

i=1

(m̂(ni) − yi)
2

k

where k is the number of observations. The lower MSE in-
dicates, the less fitting error is, thus the better the goodness
of fit is.

2) Coefficient of multiple determination R2

We define this coefficient as the ratio of the sum of
squares (SS) resulting from the trend model to that from

the constant model subtracted from 1[9], i.e.,

R2 = 1− Residual SS

Corrected SS
.

R2 measures the percentage of the total variation about the
mean accounted for the fitted curve. It ranges in value from
0 to 1. Small values indicate that the model does not fit the
data well. The larger R2 is, the better the model explains
the variation in the data.

3) Prediction error (PE)
The difference between the observation and prediction of

number of failures at any instant of time i is known as PEi

The lower the value of PE is, the better the goodness of fit
is[12].

4) Bias
The average of PEs is known as Bias. The lower the value

of Bias is, the better the goodness of fit is[12].
5) Variation
The standard deviation of PE is known as variation.

Variation =

√
1

N − 1

∑
(PEi − Bias)2

The lower the value of Variation is, the better the goodness
of fit is[12].

6) Root mean square prediction error (RMSPE)
It is a measure of closeness with which a model predicts

the observation.

RMSPE =
√(

Bias2 + Variation2
)

The lower the value of RMSPE is, the better the goodness
of fit is[12].

3.2 Model validation and data description

To check the validity of the proposed SRGM, it was tested
on two data sets. The Proposed SRGM was compared
with a discrete version of Yamada′s modified exponential
model[8] and Shyur′s model[13]. For comparison purposes,
we have recomputed the mean value function of the removal
phenomenon of the discrete version of Yamada′s modified
exponential model[8] assuming three types of faults in the
system. The recomputed mean value function for the model
is given by

m(n) =
3∑

i=1

mi(n) =
3∑

i=1

api(1 − (1 − bi)
n) (50)

where bi (i = 1, 2, 3) are FRR for the simple, hard and
complex faults. The Shyur′s model[13] uses the mean value
function (MVF) in (50) with one change point. Here bi

(i = 1, 3, 5) are the FRR before the change point and bi

(i = 2, 4, 6) are the FRR after the change point. Since
the number of unknown parameters is sixteen in the pro-
posed models, therefore to yield better estimates we assume
b11 = b12 = b13 = b14 = b1, b21 = b22 = b23 = b24 = b2,
and b31 = b32 = b33 = b34 = b3. The FRR for each type of
faults in each interval are given in Tables 3 and 4.
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Table 3 FRR with two change points

FRR

Interval Simple Hard Complex

faults faults faults

0 ≤ n ≤ τ1 b1

(
b22n

)

(1 + b2n)

(
b33n(n + 1)

/
2
)

(
1 + b3n + b33n(n + 1)

/
2
)

τ1 < n ≤ τ2 b1 b2

(
b23n

)

(1 + b3n)

n > τ3 b1 b2 b3

Table 4 FRR with three change points

FRR

Interval Simple Hard Complex

faults faults faults

0 ≤ n ≤ τ1 b1 b2 b3

τ1 < n ≤ τ2 b1

(
b22n

)

(1 + b2n)

(
b33n(n + 1)

/
2
)

(
1 + b3n + b33n(n + 1)

/
2
)

τ2 < n ≤ τ3 b1 b2

(
b23n

)

(1 + b3n)

n > τ3 b1 b2 b3

In Shyur′s model[13], the FRR before and after the change
point are all taken to be constant for each type of faults,
whereas in the proposed SRGM, and FRR may change with
respect to number of test cases for each type of fault in each
change point interval. The proposed SRGM provides better
goodness of fit for both the datasets due to its applicability
and flexibility. However, the increased accuracy achieved
shows the capability of the model to capture different types
of failure datasets. Two real time data sets DS 1 and DS 2

are used for estimation.

DS 1. This data is cited from an online communication
system (OCS) project at ABC software company[16]. The
data was collected over a period of 12 weeks during which
136 faults were removed. The parameter estimation result
and the goodness of fit results for the proposed SRGM are
given in Tables 5 and 6. The goodness of fit curves for DS
1 are given in Figs. 1 - 4. In this dataset we have taken
τ1 = 3 and τ2 = 5 for the proposed SRGM 1, and τ1 = 3,
τ2 = 5, τ3 = 9 for the proposed SRGM 2. The values of p1,
p2 and p3 are computed from the actual data set since data
was available separately for each type of faults on the basis
of severity.

DS 2. This data is cited from [11]. The software was
tested for 38 weeks during which 2 456.4 computer hours
were used and 231 faults were removed. The parameter
estimation result and the goodness of fit results for the pro-
posed SRGM are given in Tables 7 and 8. The goodness of
fit curves for DS 2 are given in Figs. 5 - 8. In this dataset
we have taken τ1 = 18, τ2 = 36 for the proposed SRGM 1,
and τ1 = 10, τ2 = 18, τ3 = 36 for the proposed SRGM 2.
The values of p1, p2 and p3 are computed from the actual
data set since data was available separately for each type
of faults on the basis of severity.

It is evidently seen from the tables that the proposed
SRGM fits better than discrete version of both Yamada′s
modified exponential SRGM (50) and Shyur′s model[13].
The proposed SRGM 2 gives better results than the pro-
posed SRGM 1 because of the flexibility in curve in captur-
ing the relevant actual data points.

In Figs. 1 - 8, model 1 indicates the discrete version in
(50), model 2 indicates discrete version of Shyur′s model[13],
model 3 indicates proposed SRGM 1, and model 4 indicates
the proposed SRGM 2.

Table 5 Parameter estimation for DS 1

Parameter estimation

Model a b1 b2 b3 b4 b5 b6 p1 p2 p3

Yamada SRGM (50) 153 0.10 0.10 0.18 - - - 0.41 0.40 0.19

Shyur SRGM[13] 148 0.06 0.11 0.09 0.17 0.83 0.28 0.41 0.40 0.19

Proposed SRGM 1 185 0.06 0.13 0.99 - - - 0.41 0.40 0.19

Proposed SRGM 2 155 0.16 0.18 0.09 - - - 0.41 0.40 0.19

Table 6 Goodness of fit metrics criterion for DS 1

Comparison criterion

Model R2 MSE Bias Variation RMSPE

Yamada SRGM (50) 0.942 391.1 -5.7 208.9 209.1

Shyur SRGM[13] 0.970 352.5 -14.5 153.9 154.5

Proposed SRGM 1 0.989 158.7 3.4 160.7 160.7

Proposed SRGM 2 0.993 134.6 -3.2 135.4 135.5
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Fig. 1 Goodness of fit of model 1 on DS 1

Fig. 2 Goodness of fit of model 2 on DS 1

Fig. 3 Goodness of fit of model 3 on DS 1

Fig. 4 Goodness of fit of model 4 on DS 1

Table 7 Parameter estimation for DS 2

Parameter estimation

Model a b1 b2 b3 b4 b5 b6 p1 p2 p3

Yamada SRGM (50) 235 0.04 0.03 0.39 - - - 0.64 0.34 0.02

Shyur SRGM[13] 236 0.79 0.49 0.02 0.05 0.01 0.05 0.64 0.34 0.02

Proposed SRGM 1 283 0.06 0.02 0.01 - - - 0.64 0.34 0.02

Proposed SRGM 2 274 0.04 0.03 0.01 - - - 0.64 0.34 0.02

Table 8 Goodness of fit metrics criterion for DS 2

Comparison criterion

Model R2 MSE Bias Variation RMSPE

Yamada SRGM (50) 0.948 192.3 -2.4 191.5 191.5

Shyur SRGM[13] 0.962 140.6 -1.3 142.8 142.8

Proposed SRGM 1 0.955 166.5 -2.9 161.9 161.9

Proposed SRGM 2 0.975 94.6 -1.7 94.1 94.2
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Fig. 5 Goodness of fit of model 1 on DS 2

Fig. 6 Goodness of fit of model 2 on DS 2

Fig. 7 Goodness of fit of model 3 on DS 2

Fig. 8 Goodness of fit of model 4 on DS 2

4 Conclusion

In this paper, we proposes SRGM defining errors of differ-
ent severity using the change point concept. The goodness
of fit of the proposed SRGM are compared with a discrete
version of Yamada′s modified exponential model (50) and
Shyur′s model[13]. The results obtained show better fit and
wider applicability of the proposed models to different types
of failure datasets. The model will be more valuable under
a higher level of accuracy. From the numerical illustrations,
we see that the models provide considerably improved re-
sults. Applications of the models are shown for two partic-
ular environments. The models can be modified according
to the testing environment. Moreover, the proposed SRGM
with suitable changes can be applied to the distributed en-
vironment and will be introduced in the future.

Appendix

The derivation of continuous SRGM from discrete SRGM
is presented as follows.

Let us define t = nδ. If n → ∞, then δ → 0.
Let

(1 − δb)n = (1 − δb)t/δ → e−bt, (A1)

δ → 0

and

(1 + δnb) = (1 + bt) . (A2)

Using (A1) and (A2), the limit of the right-hand side of
(23) as δ tends to 0 is the right-hand side of the following
equation

m (t) =a1

(
1 − e−b11τ1−b12(τ2−τ1)−b13(t−τ2)

)
+

a2

[
1 − (1 + b21τ1) e−b21τ1−b22(τ2−τ1)−b23(t−τ2)

]
+

a3

[

1 −
(

1 + b32τ2

1 + b32τ1

) (

1 + b31τ2 +
b2
31τ

2
1

2

)

·

e−b31τ1−b32(τ2−τ1)−b33(t−τ2)
]
. (A3)

The limit of the right-hand side of (48) as δ tends to 0 is
the right-hand side of the following equation

m(t) =a1

(
1 − e−b11τ1−b12(τ2−τ1)−b13(τ3−τ2)−b14(t−τ3)

)
+

a2

[

1 −
(

1 + b22τ2

1 + b22τ1

)

·

e−b21τ1−b22(τ2−τ1)−b23(τ3−τ2)−b24(t−τ3)
]
+

a3

[

1 −
(

1 + b33τ3

1 + b33τ2

) (
1 + b32τ2 +

b232τ2
2

2

1 + b32τ1 +
b232τ2

1
2

)

·

e−b31τ1−b32(τ2−τ1)−b33(τ3−τ2)−b34(t−τ3)
]
. (A4)
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