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Abstract
Seismic data collected from desert areas contain a large amount of low-frequency random noise with similar waveforms to 
the effective signals. The complex noise characteristics make it difficult to effectively identify and recover seismic signals, 
which will adversely affect subsequent seismic data processing and imaging. In order to recover the complex seismic events 
from low-frequency random noise, we propose an attention mechanism guided deep convolutional autoencoder network 
(ADCAE) to assign different importance to different features at different spatial position. In ADCAE, an attention module 
(AM) is connected to the deep convolutional autoencoder network (DCAE) with soft-thresholded symmetric skip connec-
tion that helps to enhance the ability of feature extraction. By combining the global features of the input data and the output 
local features of DCAE, AM generates an attention weight matrix, which assigns different weights to the features associated 
with the seismic events and random noise during the training process. In this way, AM can guide the update of the target 
gradient, thus retains the complex structure of the seismic events in the denoised results and improves the training efficiency 
of the model. The ADCAE is applied to the synthetic data and field seismic data, and denoised results show that ADCAE 
has achieved satisfactory denoising performance in signals recovery and low-frequency random noise suppression at the 
low signal-to-noise ratio.

Keywords  Seismic exploration · Random noise suppression · Deep convolutional autoencoder network · Attention 
mechanism · Low signal-to-noise ratio

Introduction

Seismic exploration is the main method for exploring oil and 
gas resources in the desert area. Affected by the loose sand 
layer and variable sand dunes, random noise in seismic data 
usually has slow-changing waveforms, aliased frequency 
band with the effective seismic signals, and the similar 
spatial structure in local areas, which severely hinders the 

identification and recovery of weak seismic signals (Zhang 
et al. 2020), thereby giving the negative effects for the fur-
ther seismic signal processing and imaging. Therefore, it is 
an important part of seismic exploration to effectively sup-
press random noise to increase signal-to-noise ratio (SNR) 
of seismic data.

Geophysicists and scholars conducted in-depth research 
on the problem of low-frequency seismic random noise 
suppression and proposed many effective noise suppression 
methods. Because of the similarity between low-frequency 
random noise and the effective seismic signals, it is difficult 
to effectively suppress low-frequency noise in time domain. 
Ma et  al. (2019a) designed an adaptive bandpass filter 
according to the spectrum peak of random noise to recover 
the effective signals from seismic data. Zhang et al. (2020) 
proposed a structural-adaptive nonlinear complex diffusion 
method to achieve the object of suppressing seismic ran-
dom noise collected from different environments along with 
preserving seismic structures by enjoying the advantages 
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of enhancing-denoising performance of the shock filter and 
anisotropic behavior of diffusion coefficients.

In addition to these conventional denoising methods, 
machine learning-based denoising methods are gradually 
applied to suppress seismic random noise. Linear discrimi-
nant analysis based supervised learning is used to project 
seismic data into low dimensional space where the seismic 
signals and random noise overlapped in the space–time 
domain are separated easier, and then the traditional noise 
reduction method is combined to recover the seismic sig-
nal (Ma et al. 2019c). To deal with under-sampled seismic 
data, Zhao et al. (2020b) proposed a robust data-driven tight 
frame (DDTF), to transform the nonlinear Huber misfit into 
a linear operator, which mitigates the influence of erratic 
noise during the dictionary learning and reconstruction. 
Sun and Li (2020) proposed an approach that transform the 
real desert seismic data into time–frequency domain by syn-
chrosqueezing transform, and use classification techniques 
based on supervised machine learning to identify the coef-
ficients associated with signal and noise.

With the development of computer hardware and the 
improvement of deep learning theory and technology, 
autoencoder networks and convolutional neural networks are 
current mainstream deep learning algorithms. The autoen-
coder is a kind of deep learning algorithm, which comes 
from sparse coding and has huge advantages in the feature 
extraction and data compression (Rumelhart et al. 1986). 
The deep autoencoder consists of encoder and decoder. 
Through the backward propagation algorithm, the well 
trained autoencoder can extract rich and abstract characteris-
tics from the data. Based on the structure of the autoencoder, 
the denoising autoencoder is proposed by training network 
through noisy and clean samples, which can extract more 
powerful features and is robust to the damaged data (Vincent 
et al. 2008). Ma et al. (2019b) proposed a denoising encoder-
decoder networks for seismic random noise suppression. 
Compared with traditional denoising methods, the denois-
ing effect at extremely low SNR was significantly improved. 
Considering the lack of high-quality training data set, Feng 
et al. (2020) proposed a random noise simulation model 
to expand the data sets, and Sang et al. (2021) generated 
diverse data through spatial and temporal directions, thus 
improving the denoising effect of autoencoder. Unsupervised 
learning-based autoencoders were developed by leveraging 
patching technique and deep image prior for seismic noise 
suppression (Saad and Chen 2021; Saad et al. 2021; Yang 
et al. 2022). The denoising ability and generalization are 
improved without need labeled data. Some works modified 
the original autoencoder network by first training the decoder 
network and then implementing the well-trained decoder as 
a constraint to train the encoder network, and applied the 
modified strategy to seismic inversion and porosity pre-
diction, such as porosity prediction using semi-supervised 

learning with biased well log data for improving estimation 
accuracy and reducing prediction uncertainty (Sang et al. 
2023) and Double-scale supervised inversion with a data-
driven forward model for low-frequency impedance recovery 
(Yuan et al. 2021).

In contrast, the most important advantage of the convo-
lutional neural network (CNN) model is that it can extract 
rich information from training set (Krizhevsky et al. 2012), 
and use fewer parameters to maintain the spatial character-
istics of data. CNN has achieved remarkable success in two-
dimensional data processing. Recently, many noise reduc-
tion methods based on convolutional neural networks were 
developed for low-frequency seismic random noise. Zhao 
et al. (2019) improved the denoising convolution neural net-
work (DnCNN) to suppress seismic random noise in desert 
seismic data in view of the serious aliasing between effective 
signal and desert noise in the frequency domain. Lin et al. 
(2021) proposed a branch construction-based denoising net-
work based on CNN. The global features of the early seismic 
data extracted by the branch network guide the subsequent 
main network to suppress nonstationary random noise. Due 
to the complex features of the desert random noise, it is dif-
ficult to use limited synthetic data to discover the weak dif-
ferences between seismic signal features and noise features, 
which lead to incomplete noise suppression. The combina-
tion of convolutional neural networks and traditional noise 
reduction algorithms can improve the suppression effect of 
complex random noise (Zhao et al. 2020a; Wang et al. 2020).

Compared with the full connection method of the autoen-
coder network, the convolutional neural network directly 
scans the input two-dimensional data through the convo-
lution kernel rather than converting the two-dimensional 
matrix to one-dimensional vector, which ensures the pres-
ervation of the spatial characteristics and fewer parameters. 
The deep convolutional autoencoder (DCAE) uses con-
volution operation instead of the matrix internal accumu-
lation in the autoencoder network to improve the feature 
extraction ability to the two-dimensional data (Masci et al. 
2011). In recent years, the deep convolutional autoencoder 
networks with various structures have been proposed. Mao 
et al. (2016) proposed a skip convolutional autoencoder, and 
realized the purpose of image detail feature extraction. Mul-
tiscale feature clustering is further combined with the fully 
convolutional autoencoder method (FCAE) to reconstruct 
textural background of images, improving the discriminant 
power of the encoded feature maps (Yang et al. 2019). For 
the seismic data, Song et al. (2020) utilized convolutional 
autoencoder neural network to better represent the features 
of seismic data constrained by L1 regularization.

In summary, the deep convolutional denoising models 
can learn the local structural features of seismic data from 
a large number of data sets (Aaditya et al. 2019), but usu-
ally ignores the global information of seismic signals. When 
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processing seismic data, although noise suppression effect 
can be improved by increasing network depth, the global 
structures of seismic events can not be preserved well at low 
SNR. In addition, these denoising models pay same attention 
to all features at different position during network training. 
Consequently, the denoising model fails to identify the noise 
features that are similar with signals features, and thus needs 
more iterates to make loss function convergence, even fails 
to obtain satisfactory performance for low-frequency noise 
suppression.

For suppressing low-frequency seismic random noise, we 
propose a deep convolutional autoencoder network by inte-
grating attention mechanism, named ADCAE. An attention 
module (AM) is embedded at the end of DCAE denoising 
model to combine the global information of the noisy data 
through long path connection and the local features extracted 
by DCAE. As a result, a weight matrix is obtained to dynam-
ically adjust the attention to the features in different posi-
tion, guiding the training process to improve the efficiency 
and efficacy of the proposed denoising model. In addition, 
a symmetric skip connection based on soft-thresholding is 
designed to transport the thresholded details featuresex-
tracted by the shallow layers of DCAE to the deeper layer 
in the decoder. In this way, the ADCAE is able to alleviate 
the structure distortion of seismic events while completely 
suppressing low-frequency random noise.

Attention mechanism

The attention mechanism of deep learning comes from the 
study of human visual attention mechanism. When a person 
pays attention to a certain goal or scenario, they quickly scan 
the area where they are interested, assign different levels of 
attention to different parts and concentrate on observing the 
points of interest in detail to obtain more detailed informa-
tion. The attention mechanism mainly includes two aspects. 
One is to determine the part that needs to be followed, and 
the other is to allocate limited information resources to the 
important part.

From the perspective of application, attention can be 
divided into soft attention and hard attention (Zhao et al. 
2017; Hu et al. 2020; Yang et al. 2020; Wilterson and Gra-
ziano 2021; Niu et al. 2022). Hard attention is mainly to ran-
domly cut a certain feature region, so that the network only 
pays attention to the key region and completely ignores the 
unselected region, which can effectively reduce the number 
of network parameters. However, hard attention mechanism 
is a non-differentiable process, which usually relies on rein-
forcement learning to obtain weights and cannot be embed-
ded into the network to train and learn with the whole model. 
Soft attention mainly relies on the relationship between fea-
tures to learn weights, and then assigns different weights to 

different features. Soft attention mechanism is differentiable 
and can be embedded into the network to learn by loss func-
tion convergence.

Spatial attention is a kind of soft attention mechanism. 
According to the importance of features in different posi-
tions, spatial attention learns the dynamic weight coef-
ficients for the feature maps by exploiting the correlation 
of the features in different spatial positions (Woo et al. 
2018). Let the deep neural network contain n channels and 
� =

{
�1,�2, ...,�n

}
 be the input of the attention module 

where �i is the feature map of the ith channel with the size of 
K1 × K2 . The weight matrix � =

{
�1,�2, ...,�n

}
 is gener-

ated by the spatial attention mechanism and its dimension 
is the same as the input feature map. Based on the weight 
matrix, the important feature � =

{
�1,�2, ...,�n

}
 of each 

channel is extracted as follows

where ‘.’ denotes dot product. Spatial attention mecha-
nism focuses on the important feature by assigning differ-
ent weights for the features at different positions to achieve 
effective feature.

Deep convolutional autoencoder network 
guided by attention mechanism

Low-frequency random noise in the seismic data is similar 
to the characteristics of the effective seismic signals, which 
makes it difficult for training deep convolutional network 
and the important information extraction from complex 
background noise. This problem is particularly prominent 
at low SNR. Aiming at this problem, we propose an attention 
mechanism based deep convolutional autoencoder network 
model to suppress low-frequency random noise. Through the 
spatial attention module, ADCAE integrates the local char-
acteristics extracted by the DCAE network and the global 
characteristics of seismic data to generate a weight matrix. 
By dynamically adjusting weight values according to the 
importance of different features, the redundant features are 
attenuated and the important features are passed through the 
network, leading to efficient random noise prediction.

Network architecture

The ADCAE denoising network consists of a deep con-
volutional autoencoder network and attention module 
(AM). As shown in Fig. 1, DCAE is divided into encoder 
module and decoder module. The encoder module con-
tains 15 convolutional layers. Each convolutional layer 
has 64 convolutional units (Conv) with size of 3 × 3, and 
ReLU activation units. The convolutional layer adaptively 

(1)�i = �i ⋅ �i,
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learns useful information from input data according to 
task requirements. The features extracted by the ith con-
volutional kernel can be expressed as:

where W is the weight matrix, b is bias, �(⋅) is the activation 
function. The decoder of DCAE consists of 15 convolutional 
layers. The first 14 convolutional layers are all composed of 
64 convolutional units with the size of 3 × 3, ReLU activa-
tion units, and the last layer contains a 3 × 3 convolutional 
unit, which makes the dimension of the output data to be the 
same as the dimension of the input data. The DCAE has the 
ability to extract the hidden representation of clean data from 
the noisy data through the encoder module and thus predicts 
noise by reconstructing the extracted hidden representation. 
The convolutional network adopted here ensures that the 
structural characteristics of seismic events can be preserved. 
In addition, we embed a dropout layer between the encoder 
and decoder. The dropout layer not only reduces the num-
ber of hidden features, but also decreases the correlation 
among the features, thereby improving the generalization 
capacity of the denoising model. Furthermore, the DCAE 
also adopts the soft-thresholding symmetric skip connec-
tion that contains a threshold shrinkage module named TV. 
Therefore, the detail information contained in the shallow 
layer is passed into the decoder, so as to better predict low-
frequency random noise.

The AM module contains a Concat layer, a 1 × 1 Conv 
unit and a Softmax layer. The AM module integrates the 
global characteristics of the input data through the long 
path and the local characteristics of reconstruction data by 
DCAE to generate the importance weight matrix, which 
dynamically adjusts features in different position during 
network training and thus guides the training process to 
pay more attention to the effective features.

(2)�i = �
(
��i−1 + �

)
,

Denoising principle

The ADCAE with residual learning predicts random noise 
�̂ from the seismic data � = � + � , and then recovers the 
effective seismic signal �̂=�−�̂ . The residual learning strat-
egy not only solves the problem of decreased performance as 
the network depth increasing, but also improves denoising 
performance of the network. The encoder of the ADCAE 
uses the mapping function Fe to extract the hidden represen-
tation H from noisy data, which can be expressed as:

where Ck indicates the mapping function of the kth convolu-
tion layer. The hidden representation is mapped to seismic 
noise through the decoder function Fd as follows:

where Dk represents the mapping of the kth convolutional 
layer in the decoder.

In order to alleviate the problem of the weak similar 
characteristics of low-frequency random noise, we add soft 
threshold-based symmetrical skip connection at every sym-
metric even-numbered layer between encoder and decoder. 
The threshold shrinkage module in the skip connection con-
tains a pooling layer and sigmoid function. The pooling layer 
averages the features to reduce the interference, and then 
normalizes the pooling results by using sigmoid function to 
obtain the adaptive threshold for each feature. The output 
feature of the ith layer in encoder is thresholded as:

where T is the adaptive threshold matrix, which has the 
same dimensions as Xi. In the decoder, the output of l + 1-i 
layer of ADCAE is expressed as:

(3)� = Fe(�) = C15

(
C14

(
...C1(�)

))
,

(4)�̃ = Fd(�) = D15

(
D14

(
...D1(�)

))
,

(5)� = � ⋅ �i,

Fig.1   Architecture of ADCAE
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where l represents the number of layers of the entire net-
work. It indicates that symmetric skip connections can 
transfer the details features extracted in the encoder to the 
convolutional layers in decoder to help the network recover 
the signal better. In addition, symmetric skip connection is 
also important for backward propagating which solves the 
gradient vanishing during training. The threshold shrinkage 
module embedded in the skip connections further reduces 
the interference to ensure the accuracy of the predicted seis-
mic noise �̃ by DCAE.

Since the DCAE assigns the same attention to the fea-
ture map in each position, it is very easy to confuse signal 
features with noise features during training, resulting in 
the residual signal in the predicted noise �̃ . It is necessary 
to pay more attention to the noise features during network 
training when random noise is similar to the effective sig-
nals. To this end, we design the AM module embed in the 
end ADCAE. The AM module utilizes the Concat layer to 
connect the predicted noise data with DCAE and the input 
data through a long path and obtain:

Then, the weight coefficient matrix is generated through 
the convolution unit and Softmax and is expressed as:

where C1×1 denotes the mapping of 1 × 1 Conv. The Softmax 
mapping that normalizes the weight into [0,1] is defined as:

where �i represents the ith element of the matrix �.
The AM module makes full use of the global features 

of the input data and the local features extracted from the 
DCAE to mine the correlation between the input data and 
the prediction noise, so that the weight matrix has different 
values at the corresponding noise position and signal posi-
tion. The weight is large at the noise position and small 
at the signal position. Therefore, ADCAE uses the weight 
matrix to weight noise �̃ predicted by DCAE and the noise 
estimation is obtained by:

Compared with DCAE, ADCAE can more accurately 
predict low-frequency noise by focusing on the important 
information through the important weight of the AM mod-
ule, and thereby the effective seismic signal, that is:

(6)�l+1−i = �i −� + Di

(
�l−i

)
,

(7)� = Concat
(
�, �̃

)
.

(8)� = Softmax
(
C1×1(�)

)
,

(9)Softmax
�
�i
�
=

exp
�
�i
�

∑
j exp

�
�j
� ,

(10)�̂ = � ⋅ �̃.

can be better recovered in structural characteristic and 
details preservation.

Network training

Training ADCAE model includes forward and backward 
propagation. During the forward process, the ADCAE 
model predicts the random noise ADCAE(�j;�) for the 
input noisy data �j under the parameter set � = {�,�} , 
where � is the parameter set of the AM module and � is the 
parameter set of the DCAE network. In this process, AM 
assigns different weights to features to select important 
features. Then parameters are updated by minimizing the 
mean square error loss function as follows:

with ADAM optimization algorithm based on gradient 
descent, where 

{
�j,�j

}U

j=1
 denotes U noisy-noise training 

pairs. In the backward propagation process, parameters are 
updated from the last layer to the first layer according to the 
derivative of the loss. Since the AM module is set at the last 
layer of the network, the parameters of the AM module � are 
updated before updating the parameters of DCAE network. 
When updating the parameters � of DCAE by forms of:

AM module acts as a gradient filter to DCAE
(
�j; �

)
 . 

Generally, network parameters are updated through both 
error gradients associated with the effective signals and 
correct gradients associated with random noise that are 
similar with the signals, leading to unsatisfactory denois-
ing performance and large computation cost. Thanks to the 
AM module that integrates the global features of input and 
the local features obtained by DCAE, weight coefficient 
matrix allocates small weight value to the area dominant 
by signals and gives large value to the area without sig-
nals, thereby the correct gradients are selected and prop-
agated by chain rule. The above analysis indicates that 
in the training process, the attention weight matrix can 
promote the ADCAE model to learn more robust noise 
characteristics, so as to better identify the signal from ran-
dom noise even in the areas where the noise and signal are 
similar. Furthermore, AM makes the parameters updating 
in the right direction, and thus greatly reduce the number 
of iterations required for training.

(11)�̂=�−�̂,

(12)min
�

L =
1

2U

U∑

j=1

‖‖‖
ADCAE

(
�j;�

)
− �j

‖‖‖

2

,

(13)
�ADCAE

(
�j;�

)

��
= AM(�) ⋅

�DCAE
(
�j; �

)

��
,
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Training set

Because the open seismic training set does not meet the 
characteristics of the low-frequency random noise, we con-
struct a training set suitable for the noise characteristics. 
The principle of training set construction is high quality, 
diversity, and the training data has similar characteristics 
with field seismic data.

The effective seismic signals are simulated by Ricker 
wavelet, zero-phase wavelet, and mixed-phase wavelet 
defined as:

where t0 is the starting time, r1 and r2 are the coefficients 
for adjusting the zero-phase wavelet and the mixed-phase 
wavelet, respectively. The dominant frequency is specified 
from 15 to 30 Hz. The apparent velocity ranges from 600 
to 4000 m/s. The normalized amplitudes A attenuate from 
1 to 0.1. We generate 64 synthetic seismic records and each 
seismic record includes 240 traces with 2000 samples in 
every trace.

For noise training sets, we utilize the random noise model 
(Li et al. 2017) to simulate seismic random noise and gener-
ate 64 synthetic seismic records including 240 traces and 
2000 samples per trace. In addition, field noise data col-
lected from desert area is used to build the training set. The 
low-frequency random noise data have 800 traces and 3000 
samples per trace with the sampling rate of 500 Hz. The 
amplitudes of noise records are normalized to [− 1,1].

All the synthetic signal records and noise records are cut 
into patches with size of 50 × 50 according to the experi-
ence, and the overlapped rate is 50%. The noise data patches 
randomly multiply the noise level coefficient between 1 and 
7, and are added to the signal patches to obtain noisy data 
patches. Finally, we obtain 58,624 noisy-synthetic noise 
patches pairs and 55,936 noisy- field noise patches pairs. 
The constructed training data set are used to the synthetic 
seismic data for training and testing while the ratio of train-
ing data and test data is 10:1.

The transfer learning strategy is adopted to train the net-
works. The synthetic seismic data are first added to train 
the network to learn the features pattern of the synthetic 
data, and then the field desert noise data as a label to fine-
tune the parameters of the pretrained model to migrate the 

(14)g(t) = A
[
1 − 2�2f 2

0

(
t − t0

)2]
exp

[
−(�2f 2

0
(t − t0)

2

)

]
,

(15)g(t) = A cos
[
2�f0

(
t − t0

)]
exp

[
−(4π2f 2

0
(t − t0)

2

r2
1

]

,

(16)g(t) = A sin
[
2�f0

(
t − t0

)]
exp

[
−(4�2f 2

0
(t − t0)

2

r2
2

]

,

denoising ability of the pretrained denoising model to the 
low-frequency random noise suppression scenario.

Synthetic and field data processing

We investigate the efficacy and efficiency of the ADCAE 
denoising network on the synthetic seismic data and field 
seismic data, and compare the denoising performance with 
the F–K filter, DCAE denoising network and DnCNN (Zhao 
et al. 2019) in time domain and frequency domain. The 
denoised results are further evaluated by the SNR, MSE 
and training efficiency. In the synthetic and field examples, 
the frequency offset of the F–K filter is set to 9. Three deep 
denoising networks are trained by using the residual learn-
ing strategy on the simulated training sets. The learning rate 
starts from 0.001 and the number of training iterations is 50.

Example on synthetic seismic data

The synthetic data used in this paper, as shown in Fig. 2a, 
includes 60 traces with 500 samples per trace and the sam-
pling frequency is 500 Hz. The synthetic seismic data con-
tains eight seismic events that are generated by the Ricker 
wavelet with the dominant frequencies of 25 Hz, 24 Hz, 
22 Hz, 20 Hz, 19 Hz, 18 Hz, 15 Hz and 15 Hz, respectively. 
Low-frequency random noise simulated by homogeneous 
medium wave equation is added to obtain the noisy data as 
shown in Fig. 2b. The SNR is − 9.88 dB. As can be seen from 
the synthetic noisy record, random noise changes slowly and 
many effective seismic signals become unrecognizable. The 
effective seismic signals from the 3th to 7th traces even are 
seriously distorted. The F–K filter, DCAE denoising net-
work, DnCNN and ADCAE denoising network are applied 
to the synthetic data. The denoised results and the differ-
ence data between the noiseless data and the denoised data 
are shown in Fig. 3a–h. Comparing the denoised results of 
the four methods, we can see that the F–K filter is able to 
suppresses most the background noise. However, some low-
frequency random noise is still seen in the denoised data as 

Fig. 2   Synthetic seismic record: a synthetic seismic data, b synthetic 
noisy data
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indicated by the rectangle frames and fails to well recover 
the seismic events. 

By contrast, DCAE and DnCNN denoising network have 
the cleaner background and clearer seismic events in the 
denoised results. However, the effective signals in the area 
with low SNR are still visible near 0.2 s of the 30th trace 
in the difference data, indicating that the two methods are 
unable to well preserve the seismic effective signals from 
low-frequency random noise with similar characteristics 
to the effective seismic signals. Compared with DCAE 
and DNCNN, the proposed ADCAE obtains the minimum 
signal distortion and maximum noise reduction on the syn-
thetic seismic data illustrated in the denoised result and the 
difference data. Even under the extremely low SNR, the 
weak seismic events can be well recovered from random 
noise with similar waveforms by the proposed denoising 
network guided by the attention module. To further illus-
trate the improvement of denoising performance in detail, 

we compare the denoised trace and the clean seismic trace 
in the time domain and frequency domain. Figures 4 and 5 
show the waveforms of the 37th trace and F–K spectra of 
the synthetic data before and after denoising, respectively. 
From waveforms comparison, we observe that the seismic 
signals recovered by the F–K filter is preserved well and 
noise is incompletely suppressed. DnCNN and DCAE have 
similar performance in signal preservation. In contrast, 
the proposed ADCAE obtains least deviation between the 
denoised trace and the ideal in waveforms in the four meth-
ods. In Fig. 5, low-frequency energy of the denoised signal 
by the F–K filter and DnCNN is higher than these of DCAE 
and our method, indicating that desert random noise is sup-
pressed incompletely. The F–K spectra of the DCAE and 
ADCAE are closer to the ideal one than other two methods. 
In addition, we analyze the denoising effectiveness of the 
four methods under different noise intensities with SNR and 
the mean squared error (MSE) before and after denoising. 
The SNR of the noisy data varies from − 2.81 to − 10.12 dB.

As can be seen in Table 1, ADCAE gives the highest SNR 
and lowest MSE in the four methods under various noise 
intensity, which verifies the good denoising performance of 
ADCAE.

Above results come to the conclude that the ADCAE out-
performs the other three methods in terms of noise reduc-
tion performance and quantitative evaluation, which ben-
efits from the attention module embedded in the ADCAE. 
Next, we further analyze the role of attention mechanism on 
improving noise reduction performance and training effi-
ciency. Figure 6b shows the weight matrix generated by AM 

Fig. 3   Denoised synthetic data: a F–K filter, b difference data of F–K 
filter, c DCAE, d difference data of DCAE, e DnCNN, f difference 
data of DnCNN, g ADCAE, h difference data of ADCAE

Fig. 4   Waveform comparison of the 37th trace: a signal waveform of 
0–300 ms, b signal waveform of 300–700 ms, c signal waveform of 
700–1000 ms
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module in the 10th iteration during the training ADCAE. 
Compared with the signal position of the synthetic seismic 
data shown in Fig. 6a, the weight coefficients at the signal 
position are mostly 0 (black) or small values (gray), while 
the weight coefficients at the background noise position are 
close to 1 (white). Thus, the weight matrix gives different 
attention to different features. When using residual learn-
ing to train the ADCAE model, the AM module pays more 
attention to the noise position and works like a gradient fil-
ter during the backward propagation process, reducing the 
gradient related to signal and focusing on the characteristics 
of the noise. This correct attention of the AM module on 

effective characteristics comes from the integration of the 
correlation between the global characteristics of the seismic 
data and the local characteristics of the convolution autoen-
coder network. In the iterative process, the global features 
reflecting the seismic events structure are strengthened and 
the wrong features caused by local weak similar interference 
are weakened.

In addition, the gradient filtering mechanism can effec-
tively improve the training efficiency of the model. Figure 7 
depicts the MSEs between the clean data shown in Fig. 2a 
and the denoised data by using the DCAE and ADCAE at 

Fig. 5   Comparison of the F–K spectra for synthetic data: clean data (a), noisy data (f), denoised data of F–K filter (b), DCAE (c), DnCNN (d), 
ADCAE (e) and the corresponding difference data (g, h)

Table 1   SNRs and MSEs of 
results via four denoisers under 
different noise intensity

Bold indicates the highest value in all SNRs and the smallest value in all MSEs

Input SNR (dB) F–K DCAE DnCNN ADCAE

SNR (dB) MSE SNR (dB) MSE SNR (dB) MSE SNR (dB) MSE

 − 2.81 9.63 0.014 11.21 0.009 10.37 0.012 12.5 0.007
 − 4.34 8.40 0.018 10.68 0.011 9.03 0.016 12.06 0.008
 − 6.24 6.78 0.026 9.63 0.014 6.91 0.025 11.25 0.009
 − 8.86 4.40 0.045 7.57 0.022 3.62 0.054 9.72 0.013
 − 10.12 3.20 0.059 6.37 0.028 2.02 0.078 8.80 0.016

Fig. 6   Output weight matrix of AM module: a signal location dia-
gram, b output weight matrix

Fig. 7   Comparison on training efficiency of DCAE and ADCAE
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different training iterations under the same conditions. As 
can be seen, the MSEs of the ADCAE are lower than that 
of the DCAE and the two networks finally reach the optimal 
denoising effect on the synthetic seismic data. It is worth 
noting that the ADCAE approximates to the minimum value 
at the 18th iteration, while DCAE reaching the minimum 

MSE at the 28th iteration. The iterations number for training 
of ADCAE to achieve the optimal denoising performance is 
reduced by 10 times compared with DCAE. We visualize 
the extracted features after convolution with and without 
AM module to directly understand the function of AM mod-
ule in denoising process as shown in Fig. 8. The extracted 
feature maps in the shallow layers are noisy due to the low 
SNR of the input, and the signal features can be identified 
in the extracted features of the layer 14 and layer 17. In the 
layer 29, the feature maps in ADCAE better characterize 
the feature of desert random noise added in the input patch 
than DCAE without AM module. Therefore, the structural 
feature of the effective signal in the denoised data is better 
preserved by ADCAE than DCAE.

Example on field seismic data

This section is designed to evaluate the denoising perfor-
mance of the ADCAE model on the field seismic data. The 
selected field seismic data as shown in Fig. 9a is collected 
from Tarim Basin in western China. The field data are com-
posed of 200 traces and the sampling frequency is 500 Hz. It 
can be seen from the noisy seismic data that random noise is 

Fig. 8   Visualization of the denoising process: columns from left to 
right indicates the feature maps extracted by layer 1, 14, 17 and 29 
in ADCAE (a) and DCAE (b) with the noisy patch input (c); d clean 
data, e denoised data of ADCAE, f denoised data of DCAE

Fig. 9   Field seismic data and denoised results of five denoising methods: a field seismic data, b result by using F–K filter, c result by using 
DCAE, d result by using DnCNN, e result by using GAN, f result by using ADCAE
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low-frequency and has high intensity that changes over time 
and space. The effective seismic signals have been severely 
disturbed by desert random noise, and the seismic events in 
some areas are damaged and difficult to identify.

We apply the F–K filter, DCAE, DnCNN, generative 
adversarial network (GAN) and ADCAE denoising mod-
els to this field seismic data, respectively. The structure 
and hyperparameters of DCAE, ADCAE, and DnCNN are 
the same as above synthetic example. The architecture and 
hyperparameters of GAN are set as the method proposed 
by Li et al. (2021). For the field data denoising, the DACE 
and ADCAE trained by the synthetic dataset are migrated 
to the field desert noise by transfer learning. We set param-
eters of first seven layers of the trained network as the ini-
tial parameters, and then fine-tune the network by using the 
noisy synthetic data–field noise training set through residual 
learning with field noise record without shooting as ground-
truth labels. This training method not only improves the 
noise suppression ability and signal recovery effect of the 
model by using supervised training on synthetic data, but 
also transfers the denoising ability of the denoising model 
to the field random noise suppression scenario.

Figures 9 and 10 show the denoised results of the five 
denoising methods and the difference data between the 
raw data and the denoised data. The filtering ability of 
F–K filter to suppress field random noise is limited so 
that the effective seismic events are unable to recover and 
there are still signal residues can be seen in the differ-
ence data. DCAE can effectively suppress background 
noise. However, many effective signals are also consid-
ered as noise and are eliminated as marked by the rectan-
gle frames. The effective seismic signal between 0 and 
900 ms are destroyed. In contrast, DnCNN can achieve 
cleaner background, clearer and more continuous seismic 
events, but some artificial signals are introduced in the 
denoised data. The denoising performance of GAN is not 
satisfactory in noise reduction. Compared with four meth-
ods, the ADCAE more effectively restores the reflected 
seismic events, and the events become smoother and more 
continuous. In addition, the signals that are severely dam-
aged by random noise are also recovered in the rectangular 
frames. The difference data shows that plenty of removed 
noise can be seen in the difference data of DnCNN and 
ADCAE, indicating that most of background noise in the 

Fig. 10   The difference data between field seismic data and denoised data via five denoisers: a difference data of F–K filter, b difference data of 
DCAE, c difference data of DnCNN, d difference data of GAN, e difference data of ADCAE
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field seismic records can be suppressed. However, there is 
signal leakage in the results of DCAE and GAN. Because 
ADCAE can focus on the important characteristics during 
training, ADCAE achieves less signal leakage in the differ-
ence data than other four methods. In summary, the tests 
on the synthetic and field data demonstrate that ADCAE 
guided by the AM module outperforms other four methods 

in effective seismic signals preservation and weak similar 
noise suppression.

We also evaluate the denoising performance in fre-
quency-wavenumber domain. The F–K spectra of the 
field data, denoised data and the difference data are shown 
in Fig. 11. Comparing the F–K spectra, we can see that 
the F–K filter not only removes random noise, but also 

Fig. 11   The comparison of F–K spectra of the field data: noisy data (a), denoised data by F–K filter (b), DCAE (c), DnCNN (d), GAN (e), 
ADCAE (f), and their difference data (g–k), respectively

Fig. 12   The comparison of the local similarity maps between denoised data and removed noise: a local similarity map by F–K filter, b local 
similarity map by DCAE, c local similarity map by DnCNN, d local similarity map by GAN, e local similarity map by ADCAE
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removes the seismic signals. GAN removes some noise 
and are unable to recover seismic signals. In contrast, 
DnCNN can well preserve the seismic signals while can 
not thoroughly remove random noise. Compared with four 
methods, ADCAE better recovers seismic signals and 
removes more random noise.

We also compare the local similarity map of the 
denoised data and the difference data (Chen and Fomel 
2015) to evaluate the signal leakage. From the similarity 
comparison are shown in Fig. 12, we can see that F–K 
filter and DCAE lead to obvious leakage of the reflec-
tion events. In contrast, the signal leakage of reflection 
events is almost invisible from the local similarity map of 
ADCAE and DnCNN denoising. The energy loss (mean 
of the local similarity map) is 0.2133, 0.3727, 0.2078, 
0.1014 and 0.1901 for F–K filter, DCAE, DnCNN, GAN, 
and ADCAE, respectively. We find that the ADCAE gives 
less energy loss for seismic signals than F–K filter, DCAE, 
DnCNN that give satisfactory denoising performance. The 
comparison of local similarity verifies that the proposed 
ADCAE can well preserve the effective seismic signals 
while suppressing field desert random noise processing.

Conclusion

The deep convolutional autoencoder denoising model based 
on attention mechanism is proposed to reduce low-frequency 
seismic random noise in this paper. The theoretical analysis 
and filed seismic data results verifies that ADCAE can allo-
cate the correct attention on the effective features in differ-
ent position by leveraging the global information and local 
information of the seismic data. Consequently, the gradi-
ent associate with the effective features can be selected and 
propagated during training and thus improving the training 
efficiency and denoising ability of ADCAE model. Further-
more, the symmetric skip connection with the threshold 
shrinkage module can help the ADCAE to filter and then 
passes the details features in the encoder to the decoder to 
retain the complex structure of the seismic events in the field 
seismic data. Simultaneously, the dropout layer and AM 
module can reduce the number of the network parameters 
to be learned and thereby further improving the efficiency 
of the model training. The results on the field seismic data 
collected from desert areas demonstrate that the ADCAE 
can thoroughly suppress low-frequency random noise while 
preserving the complex structures of the seismic events.

In future work, we will develop semi-supervised and 
unsupervised strategy for reducing the need for labels in our 
supervised denoising model and transfer learning. In addi-
tion, we will add physics-based constraints to the training 
procedure of our denoising framework so that the degrees 
of freedom can be reduced.
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