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Abstract
2-D dipping dike model is often used in the magnetic anomaly interpretations of mineral exploration and regional geodynamic 
studies. However, the conventional interpretation techniques used for modeling the dike parameters are quite challenging 
and time-consuming. In this study, a fast and efficient inversion algorithm based on machine learning (ML) techniques 
such as K-Nearest Neighbors (KNN), Random Forest (RF), and XGBoost is developed to interpret the magnetic anomalies 
produced by the 2-D dike body. The model parameters estimated from these methods include the depth to the top of the 
dike (z), half-width (d), Amplitude coefficient (K), index angle (α), and origin (x0). Initially, ML models are trained with 
optimized hyper-parameters on simulated datasets, and their performance is evaluated using Mean absolute error (MAE), 
Root means squared error (RMSE), and Squared correlation (R2). The applicability of the ML algorithms was demonstrated 
on the synthetic data, including the effect of noise and nearby geological structures. The results obtained for synthetic data 
showed good agreement with the true model parameters. On the noise-free synthetic data, XGBoost better predicts the 
model parameters of dike than KNN and RF. In comparison, its performance decreases with increasing the percentage of 
noise and geological complexity. Further, the validity of the ML algorithms was also tested on the four field examples: (i) 
Mundiyawas-Khera Copper deposit, Alwar Basin, (ii) Pranhita–Godavari (P-G) basin, India, (iii) Pima Copper deposit of 
Arizona, USA, and (iv) Iron deposit, Western Gansu province China. The obtained results also agree well with the previous 
studies and drill-hole data.
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Introduction

The 2-D dipping dike model is widely used in explora-
tion and crustal studies to interpret magnetic anomalies 
over geological structures and mineralized bodies. Sev-
eral workers (Gay 1963; Kara 1997; McGrath and Hood 
1970; Rao and Babu 1983) have used the curve matching 
techniques to interpret the magnetic anomalies of the dike. 
In these methods, dike’s model parameters (depth and 
width) were obtained by matching the theoretical curves 
with the observed anomalies following a trial-and-error 

approach. Although these techniques are simple to use, the 
main drawback is that it is time-consuming to fit the field 
magnetic anomaly curves. Other methods include Hilbert 
transform (Sundararajan et al. 1985) and several automatic 
interpretation techniques such as Werner deconvolution 
(Ku and Sharp 1983), Euler deconvolution (Reid et al. 
1990; Thompson 1982), and analytic signal (Bastani and 
Pedersen 2001; Roest et al. 1992) were also developed to 
interpret the magnetic dike anomalies. Further numerical 
methods based on the least-square window (Abdelrahman 
et al. 2007), steepest descent, and Levenberg–Marquardt 
were also vividly used in the magnetic dike interpretation 
(Atchuta Rao et al. 1985; Beiki and Pedersen 2012; Rad-
hakrishna Murthy et al. 1980). However, these methods 
are highly subjective and require the initial model param-
eters to be very close to the true model parameters. This 
can lead to considerable errors in estimating the model 
parameters of the dike. On the other hand, global opti-
mization methods such as Particle swarm optimization, 
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Bat algorithm, simulated and very simulated annealing, 
and higher-order horizontal derivative have also widely 
been used to solve the above mentioned problems (Biswas 
2018; Biswas et al. 2017; Ekinci et al. 2016; Essa and Diab 
2022; Essa and Elhussein 2017, 2019).

Over recent years, machine learning (ML), a data-driven 
method, has gained popularity in geophysics, mainly due 
to advanced computation power (Sakrikar and Deshpande 
2020). It has been used in seismic studies for lithofacies 
analysis and reservoir characterization (Bhattacharya et al. 
2016; Huang et al. 2017; Liu et al. 2021; Wrona et al. 
2018; Xu et al. 2021; Yuan et al. 2018, 2022), geophysi-
cal well logging (Bressan et al. 2020; Kitzig et al. 2017; 
Schmitt et al. 2013; Sun et al. 2020; Wang and Zhang 
2008; Xie et al. 2017; Xu et al. 2021; Zhou and O'Brien 
2016), electrical resistivity surveys (Liu et  al. 2020), 
magnetotelluric time-series analysis (Manoj and Nagara-
jan 2003), earthquake data analysis (DeVries et al. 2018), 
and for determining salt structure using gravity data (Chen 
et al. 2020). Despite all these studies of ML applications in 
other geophysical fields, very few studies (Al-Garni 2015) 
in the literature have applied ML techniques in magnetic 
data interpretation. Al-Garni (2015) has used the modu-
lar neural network to interpret the magnetic anomalies 
due to a 2D dipping dike. Although this method provides 
an excellent global optimization method that can accept 

a wide range of input starting models, the computation 
speed increases as the networks are not connected.

In this study, we applied three supervised ML algorithms, 
viz. K-Nearest Neighbors, Random Forest, and XGBoost on 
magnetic anomaly data to interpret model parameters of the 
2-D dipping dike: half-width, index angle, amplitude coef-
ficient, depth, and the origin of the dike. Here, we first test 
the applicability of ML algorithms on the synthetic data, 
in the presence of nearby geological structures, with and 
without adding the noise, and the obtained results were ana-
lyzed using various evaluation metrics. Subsequently, ML 
algorithms are also implemented on the four field examples: 
(i) Mundiyawas-Khera Copper deposit, Alwar Basin, India, 
(ii) Pranhita–Godavari (P-G) basin, India, (iii) Pima Cop-
per deposit of Arizona, USA, and (iv) Iron deposit, Western 
Gansu province, China.

Methodology

Forward modeling of magnetic anomalies over a 2‑D 
dipping dike

The total field magnetic anomaly due to a 2-D dipping dike 
having uniform magnetization and infinite depth and strike 

Fig. 1   a Top view and  
b Schematic representation of a 
magnetic anomaly due to a 2D 
dipping dike (modified from 
Kara et al. 1996)
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extent (Fig. 1) can be represented by the following expres-
sion (Hood 1964; Kara et al. 1996; McGrath and Hood 
1970):

where K is the amplitude coefficient; x is the profile distance; 
z is the depth to the top; d is the half-width of the dike.

� = 2I − � , is the index angle; I = tan−1
(

tani

cos�

)
.

i is the inclination of the geomagnetic field; � is the dip 
of the dike.

� is the azimuth of the profile with reference to the mag-
netic north.

If we include the origin xo term in the above expression,

In the present study, forward modeling of magnetic 
anomalies of 2-D dipping dike is computed using Eq. (2), 
with the model parameters being the amplitude coeffi-
cient (K), the origin of the dike (xo) , the half-width (d), 
the depth to the top of the dike (z), and the index angle (θ).

Machine learning (ML) algorithms

Several workers have vividly discussed the mathematical 
background of the ML algorithms (Altman 1992; Breiman 
2001; Chen and Guestrin 2016) used in the study. Therefore, 
a brief account of these algorithms is discussed below.

K‑Nearest Neighbors (KNN)

The KNN is a nonparametric supervised ML algorithm 
used for classification and regression (Altman 1992). It is a 
lazy-learner algorithm that is the algorithm does not learn 
while being trained but instead it stores the data set and 
calculates the output value of the new input data by simply 
identifying the similarity with the training input data. The 
'K' in KNN refers to the number of nearest neighbors to 
consider when calculating the similarity between the data 
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points. Its value is calculated based on the Euclidean or 
Manhattan distance which can be represented as:

where n is the number of features, p = 1 for Manhattan dis-
tance (L1-norm) and p = 2 for Euclidean distance (L2-norm). 
The performance of KNN depends on the value 'K', therefore 
the optimum value of k needs to be determined by tuning 
the parameter over a defined search range (Thanh Noi and 
Kappas 2018).

Random forest

Random forest is an ensembled supervised ML algorithm 
that can be used for regression and classification prob-
lems. This algorithm uses the average output from mul-
tiple decision trees to obtain a more accurate and stable 
prediction model (Breiman 2001). For a given input vec-
tor x, the output of the Random forest algorithm after 
building the K number of decision trees T(x) is repre-
sented as:

In general, the individual decision trees tend to over-fit the 
training data and show high variance. To improve the perfor-
mance of the model, Random forest uses Bagging or Bootstrap 
aggregating, in which decision trees are trained on a sample 
subset of training data through a replacement (Breiman 2001). 
Additionally, features are selected randomly to limit the num-
ber of features of the growing tree which helps in making the 
decision trees more diverse and less correlatable (Breiman 
2001).

XGBoost

XGBoost is a supervised machine learning algorithm that 
generates an ensemble of regression trees iteratively based 
on the principle of gradient boosting algorithm (Chen and 
Guestrin 2016). In comparison with gradient descent, which 
optimizes the model parameter, gradient boosting optimizes 
the loss function of the predicted model (Chen and Guestrin 
2016; Friedman 2001; Sun et al. 2020). In order to prevent the 
overfitting issues and penalize the complexity of the problem, 
Chen and Guestrin (2016) defined the objective function of 
the XGBoost as follows:

(3)D(x, y) =

(
n∑
i=1

||xi − yi
||p
)1∕p

,

(4)f K
RF
(x) =

1

K

K∑
k=1

T(x).
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where n is the number of training samples, and K represents 
the total number of decision trees. L is the loss function 
that measures the fit between the predicted 

(
ŷi
)
and actual (

yi
)
 values. Ω is the regularisation term that deals with the 

overfitting and the complexity of the problem. This regulari-
zation term is given as follows:

Here �and� are the penalty coefficients, respectively. T and 
w indicate the leaf number and Weight, respectively. To 
minimize the objective function, XGBoost uses the New-
ton–Raphson method and defines the gradient of the loss 
function �L

�G(x)
 and Hessian as �2L

�G(x)2
.

Hyper‑parameter tuning and ML model performance 
evaluation

In machine learning, hyper-parameter tuning is a crucial 
step in selecting the optimum hyper-parameter values of 
the learning algorithms (Hall 2016; Haykin 2009). Grid 
search or Randomized cross-validation techniques are 
used to determine optimum hyper-parameters for the ML 
algorithms. In the present case, we have used the grid 
search technique to tune the hyper-parameters for obtain-
ing the ideal ML model performance. In order to evaluate 
the performance of the ML algorithms, the models are 
tested using three evaluation metrics: Mean absolute error 
(MAE), Root means squared error (RMSE), and Squared 
correlation (R2) (Goyal 2021).

Mean Absolute Error (MAE) is the absolute measure of 
the error between observed and predicted magnetic anoma-
lies in the test data. It is given as:

where N is the total number of points, ŷi is the predicted 
output and yi is the real output value.

Root mean squared error (RMSE) is the relative meas-
ure of the error between observed and predicted magnetic 
anomalies in the test data. It is represented as:
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The squared correlation (R2) is given as:

where y is the mean of the output training data. The value of 
R2 ranges from 0 to 1 only. The closer the R2 squared value 
to 1, the better the model performance.

ML model training, validation, and field 
examples

Magnetic anomaly datasets imitating field examples and 
comprising different scenarios such as the presence and 
absence of noise and nearby geological structures are pre-
pared to train the ML models of KNN, RF, and XGBoost 
algorithms. Trained ML models are then tested on simu-
lated magnetic datasets incorporating the above situations 
to verify their efficacy and robustness.

Synthetic examples

In this study, the applicability of three ML algorithms was 
demonstrated with the help of synthetic magnetic anomaly 
data obtained using the forward modeling Eq. 2. To con-
struct the synthetic magnetic anomaly due to the dipping 
dike, we have chosen the profile distance of 120 units, and 
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√√√√ 1

N
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(
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)2
.

(10)R2 squared = 1 −
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1

N

N∑
i

(
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)2
,

Table 1   Hyper-parameter values considered for KNN, Random For-
est and XGBoost

Algorithm Hyper-parameter Optimum value

KNN n_neighbors 6
weights distance

Random forest n_estimators 200
max_features auto
min_samples_split 3
min_samples_leaf 1

XGBoost n_estimators 1500
learning_rate 0.5
reg_alpha 1
reg_lambda 10
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61 samples are generated with two units interval. The target 
dike body is assumed to have model parameters z = 10 units, 
d = 5 units, K = 200 units, xo = 4 units, and θ = 40 units. The 
simulated dataset is partitioned into a ratio of 80% for train-
ing and 20% for testing. The splitted data is then used for 
selecting the optimum hyper-parameters of ML algorithms 
based on the Grid search cross-validation technique. Table 1 

shows the optimum value of hyper-parameters chosen for 
each ML algorithm.

As discussed earlier, MAE, RMSE, and R2 score were 
computed to study the performance of ML algorithms. The 
bar plot of MAE, RMSE, and R2 scores for all three algo-
rithms is shown in Fig. 2. It is noticed that KNN provides 

Fig. 2   a Mean Absolute Error (MAE), b Root Mean Square (RMS), 
and c R2 score of the designed ML models on the training and testing 
datasets

Fig. 3   Predictions of ML algorithms over synthetic magnetic anom-
aly due to dipping dike a noise-free, b 5%, and c 10% random noise
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the least MAE and RMS error with the best R2 score of 1 
on the training data set (Fig. 2). For the test data, XGBoost 
(MAE = 0.14, RMS = 0.24, and R2 score = 0.94) give the 
best performance, followed by Random Forest (MAE = 0.19, 
RMS = 0.32, and R2 score = 0.90). Whereas KNN gives a 
poor performance on the test data with an MAE of 0.21, 
RMS of 0.36, and R2 score of 0.87 (Fig. 2).

Noise‑free data

We have applied trained ML models on noise-free data to 
understand their capability in grasping the basic pattern 
of anomaly and predicting five model parameters (z, d, 
K, xo, and θ) of the dike. Figure 3a shows the comparison 
between the observed and predicted anomalies from all 
three ML algorithms. Table 2 shows the RMS error of 
each ML algorithm. It is noticed that all the ML algo-
rithms well predicted the desired target model parameters 
of the dike with RMS error varying from 7.51 to 12.3. 
Unlike other traditional techniques, we do not have to esti-
mate the origin of the dike to proceed ahead, as the pro-
posed ML algorithms can calculate the origin of the dike. 
The average predicted depth (z) and half-width (d) are 

10.27 and 4.24, which show an error of 2.7% and 15.2% 
from their true values, respectively (Table 2). Whereas the 
average values of predicted xo and θ are 3.94 and 39.97, 
which show an error of 1.33% and 0.07% from their true 
values, respectively. In comparison, the estimated K values 
from the ML algorithm show a large error (Table 2). The 
average predicted value of K is 271.71and shows an error 
of 35.85% from its true value.

Effect of noise

In order to estimate the robustness of the trained ML models, 
random noise of 5% and 10% has been added to the magnetic 
anomaly of the dike. Figure 3 shows the plot of the inverted 
results of the various algorithms and the observed anomaly 
curve before and after adding 5% and 10% random noise, 
respectively. It is noticed that RMS error increases with an 
increase in the percentage of noise in the case of KNN and 
RF algorithms (Table 2). Whereas XGBoost does not show 
consistent results in the addition of noise. For the synthetic 
anomaly with the addition of 5% random noise, XGBoost 
provides a better fit compared to the KNN and RF algo-
rithms (Fig. 3b). However, at 10% Gaussian noise (Fig. 3c), 
XGBoost shows a poor fit between the observed and pre-
dicted anomaly, which is in agreement with the RMS error 
shown in Table 2. At 10% noise data, XGBoost shows the 
highest RMS error of 19.89 among the three ML algorithms. 
Thus, it is suggested that KNN and Random Forest are stable 
even on noisy data and provide better prediction of model 
parameters of the dike.

Interference from nearby structures

A composite magnetic anomaly consisting of both verti-
cal and inclined dyke bodies is constructed along a profile 
length of 60 m using the forward modeling Eq. 2. The verti-
cal dike body is assumed to have model parameters z = 4 m, 
� = 45°, K = 2500 nT and xo = 40 m. Whereas the parameters 
of dipping dike are assumed to be z = 9 m, xo = 0 m, � = 40°, 
K = 1500 nT, and d = 4 m. All three ML algorithms were 
applied to the composite magnetic anomaly data to investi-
gate the effect of nearby structures in predicting the model 
parameter of the target body. Figure 4 shows the comparison 
between the observed and predicted anomalies from the ML 
algorithm of the composite dike model. It is observed that 
the ML algorithms have recovered all the five model param-
eters of the dike with good accuracy, and RMS error varies 
from 0.72 to 2.97 (Table 3). The error between the average 
predicted depth (z) from ML algorithms and the true depth 
of the dike is 11.74%. The predicted half-width (d) varies 

Table 2   Predicted model parameters of a 2-D dipping dike (K = 200 
units, z = 10 units, d = 5 units, θ = 40˚, and xo = 4 units) without and 
with 5% and 10% random noise using KNN, Random Forest, and 
XGBoost

Algorithms Model  
parameters

Predicted values

Without noise 5% noise 10% noise

KNN K 276.04 295.55 303.43
z 10.29 10.28 10.59
d 4.07 3.8 3.74
θ 39.66 39.76 39.96
xo 4.14 4.18 4.15
RMS error 7.51 8.59 9.64

Random 
forest

K 270.94 278.8 310.71
z 10.21 10.15 10.66
d 4.18 4.22 3.82
θ 39.97 40.15 39.61
xo 3.85 3.89 4.52
RMS error 8.42 12.23 12.27

XGBoost K 268.16 236.95 376.18
z 10.31 10.13 11.10
d 4.48 4.35 3.57
θ 40.28 40.44 39.12
xo 3.83 3.84 4.37
RMS error 12.3 3.63 19.89
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from 5.75 to 6.15 m which shows an average error of 49.25% 
with respect to true half-width. In comparison with the asso-
ciated errors with K, xo, and θ are minimum (Table 3).

Sensitivity analysis

Sensitivity analysis provides insight into how the input 
parameters influence the model's output (Tunkiel et  al. 

2020). Several data-driven and statistical based methods 
such as Sobol’ indices, shapely effect, meta-models, and 
partial derivatives (PaD) have been proposed by the earlier 
worker to analyze the sensitivity of the machine learning 
regression models (Radaideh et al. 2019; Simpson et al. 
2001; Sobol 1993; Tunkiel et al. 2020). In the present study, 
we have used the partial derivatives (PaD) method proposed 
by Tunkiel et al. (2020) to conduct the sensitivity analysis as 
it is suited for ML models for predicting multiple outputs. To 
better understand this method, consider a model described 
as Y = f (X), where Y is the output and X is the model's input 
described by a function f. The sensitivity index can be calcu-
lated from the following equation, which can be considered 
a partial derivative (Tunkiel et al. 2020):

where SIYX denotes sensitivity index for an output variable 
Y per unit change in the input X from its base value Xo . ΔX 
is the change applied to the input.

Figure 5 shows the results of sensitivity analysis for each 
machine learning model. The SI value of all three ML mod-
els falls in the range of − 10 to 15 (Fig. 5). For KNN and 
Random Forest models, the index angle (θ) shows the high-
est sensitivity value, followed by the amplitude coefficient 
(K) , depth (z), and half-width (d). Whereas in the case of 
XGBoost, both the amplitude coefficient and index angle (θ) 
show a higher SI value than the other model parameters. It 
is noticed that origin ( xo ) has the least SI value compared to 
the other model parameters in the case of KNN and Random 
Forest models (Fig. 5). Whereas for XGBoost, both origin 
( xo ) and half-width (d) show a similar range of SI values 
(Fig. 5).

(12)SIYX =

[
Y
(
X0 + ΔX

)
− Y

(
X0 − ΔX

)]
2ΔX

,

Fig. 4   Comparison of observed and ML model predicted magnetic 
anomalies of a composite dike model: a KNN, b Random Forest, and 
c XGBoost

Table 3   Predicted results for a synthetic data composed of a 2-D 
inclined dike (with z = 9  m, xo = 0  m, � = 40°, K = 1500 nT, and 
d = 4 m), and a vertical dike (with z = 4 m, � = 45°, K = 2500 nT, and 
xo = 40 m) using KNN, Random Forest and XGBoost

Model  
parameters

True  
parameters

Predicted parameters

KNN Random forest XGBoost

K (nT) 1500 1502.23 1489.27 1500.55
z (m) 9 10.19 9.99 9.99
d (m) 4 6.15 5.75 6.01
θ (˚) 40 39.47 41.02 40.03
xo (m) 0 0.13 −0.37 −0.02
RMS error 1.25 2.97 0.72
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Fig. 5   Results of sensitivity 
analysis obtained for: a KNN,  
b Random Forest, and  
c XGBoost
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Field examples

Several studies have pointed out that the proposed inver-
sion algorithms must be tested on field data to illustrate the 
efficiency and validity of the algorithms in obtaining the dif-
ferent model parameters of the dike (Al-Garni 2015; Biswas 
and Rao 2021; Essa and Elhussein 2018; Mehanee 2014; 
Rao and Biswas 2021). For this purpose, we have chosen 
four field examples from the published literature, which 
include: (i) Mundiyawas-Khera Copper deposit, Alwar Basin 
(Rao et al. 2019), (ii) Pranhita–Godavari (P-G) basin, India 
(Radhakrishna Murthy and Bangaru Babu 2009), (iii) Pima 
Copper deposit of Arizona, USA (Asfahani and Tlas 2004), 
and (iv) Iron deposit, Western Gansu province China (Essa 
and Elhssein 2017). We have also compared the obtained 
results from ML algorithms with the previous studies and 
drill-hole data.

Mundiyawas‑Khera copper deposit, Alwar Basin

Mundiyawas-Khera area, located in the Alwar basin of India, 
is well known for Copper-Au rich mineralization hosted 
within the dolomite and felsic metavolcanic rocks (Khan 
et al. 2015; Rao et al. 2019). We have considered a magnetic 
profile (Fig. 6) of 2390 m across the anomalous zone from 
Rao et al. (2019). It shows NNW-SSE orientation with refer-
ences to the dominant lithologies of the area. Previous stud-
ies (Khan et al. 2015; Rao et al. 2019) interpreted that sulfide 
mineralization occurs in this region in the form of massive 
pyrrhotite, extending from a shallow depth of 50–100 m to a 
deeper depth of < 300 m with a dip toward the west. Further, 
the width of the anomalous bodies varies from 30 to 80 m 
(Rao et al. 2019).

The predicted dike parameter from each ML algorithm 
and its comparison with the previous studies are shown in 
Table 4. The plots of the observed and predicted anoma-
lies from KNN, RF, and XGBoost are shown in Fig. 6. It is 
noticed that the predicted results of all the ML algorithms 
are in agreement with each other (Table 4). Although the 
predicted half-width obtained from ML shows good agree-
ment with their results, ML algorithms predict higher depth 
values than the previous study (Rao et al. 2019) (Table 4). 
It is relevant to note here that the previous study (Rao et al. 
2019) only predicts the two parameters of the dike, whereas 
the proposed ML algorithms are able to predict five param-
eters of the dike with reasonable accuracy.

RMSE and MAE values (Table 4) indicate that all ML 
algorithms show reasonably a good fit between predicted and 
observed anomaly curves (Fig. 6). However, KNN and RF 
show the least RMSE and MAE values than XGBoost. The 
scatter plots between the predicted and observed anomalies 
for three ML algorithms are plotted in Fig. 7 to illustrate 
the goodness of fit. Although the variance of the predicted 
anomaly for all the three algorithms is quite less, KNN 

Fig. 6   Comparison of observed and ML model predicted (KNN, Ran-
dom Forest, and XGBoost) magnetic anomaly in Mundiyawas-Khera 
Copper deposit, Alwar Basin (Rao et al. 2019)

Table 4   Comparison 
predicted model parameters 
of Mundiyawas-Khera Copper 
deposit, Alwar Basin, India 
using the present method (KNN, 
Random Forest, and XGBoost) 
and previous studies

Model parameters Present method Drilling result, 
Khan et al. (2015)

Rao et al. (2019)

KNN Random Forest XGBoost

K (nT) 418.09 410.2 407.01 – –
z (m) 595 548.41 566.26 40–80 50–250
d (m) 62.28 56.81 62.3 – 30–80
θ (˚) 112.74 107.98 103.61 – –
xo (m) 918.06 910.65 936.87 – –
RMSE 7.1 7.6 9.53 – –
MAE 5.62 5.95 8.29 – –
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and RF show the highest R2 score compared to the than 
XGBoost.

Pranhita–Godavari (P‑G) Basin, India

The aeromagnetic anomaly profile of 60 km length (Fig. 8) 
is constructed across the Pranhita–Godavari (P-G) basin, 
India (Radhakrishna Murthy and Bangaru Babu 2009). The 

anomaly curve is sampled at an interval of 2 km, and a total 
of 31 points are obtained along the profile. Earlier work-
ers (Mishra et al. 1987; Radhakrishna Murthy and Bangaru 
Babu 2009) attributed the magnetic anomalies in the area are 
due to the emplacement of dolerite dike intrusive into the 
basement of the P-G basin. Therefore, we have re-modeled 
these anomalies for the dike model using the KNN, RF, and 
XGBoost. Based on Marquardt’s optimization technique, 
Radhakrishna Murthy and Bangaru Babu (2009) also esti-
mated the depth and half-width of the dike as 8 km and 
5.5 km, respectively.

The predicted value of the depth and half-width from 
all the ML algorithms show good agreement with previous 
studies (Table 5). The plot of the predicted anomaly and the 
observed anomaly of each ML algorithm is shown in Fig. 8. 
It is noticed that KNN and RF give a very good fit and also 
show less RMSE and MAE error compared to XGBoost 
(Table 5). The prediction error plot of each algorithm shown 
in Fig. 9 indicates that all the algorithms give the same value 
of goodness of fit (R2 score) of 0.97.

Pima copper deposit, Arizona, USA

The magnetic anomaly profile of length 750 m (Fig. 10) 
over Pima copper deposit, Arizona, USA is compiled 
from Gay (1963). The magnetic data along this profile is 
digitized at an interval of 15 m. Several earlier workers 
(Abdelrahman and Essa 2015; Abdelrahman et al. 2003; 
Asfahani and Tlas 2004, 2007; Biswas et al. 2017; Gay 
1963; Mehanee et al. 2021; Tlas and Asfahani 2015) have 
interpreted this magnetic anomaly data using different tech-
niques by considering a thin-dyke model. This study has 
re-modeled this data using the KNN, RF, and XGBoost 
algorithms.

Fig. 7   Correlation between the observed and ML model predicted 
anomaly in Mundiyawas-Khera Copper deposit, Alwar Basin.  
a KNN, b Random Forest, and c XGBoost

Fig. 8   Comparison of observed and ML model predicted (KNN, Ran-
dom Forest, and XGBoost) magnetic anomaly in Pranhita–Godavari 
(P-G) basin, India (Radhakrishna Murthy and Bangaru Babu 2009)
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It is noticed that the predicted parameters of dike using 
our present technique show a good agreement with pre-
vious studies and are also comparable with each other. 
Further, most of the earlier methods predict a maximum of 
four parameters (K, z, α, and xo) of the dike, whereas the 
proposed ML algorithms are able to predict five param-
eters, i.e., all the above four parameters, including the 
half-width of the dike (Table 6). The predicted anomaly 
(Fig. 10) from all three ML algorithms shows a good 
fit with the observed anomaly and shows small RMSE 
and MAE errors (Table 6). Among the three ML algo-
rithms, KNN shows relatively small RMSE (14.98) and 
MAE (10.01) errors compared to the RF (RMSE = 17.01; 
MAE = 11 .58)  and  XGBoost  (RMSE = 16 .43 ; 
MAE = 13.59) (Table 6). The scatter plot of the prediction 
error for the three ML algorithms (Fig. 11) also shows a 
high R2 score of 0.99.

Table 5   Comparison of 
predicted parameters of the dike 
in Pranhita–Godavari (P-G) 
basin, India using the present 
method (KNN, Random Forest, 
and XGBoost) and previous 
studies

Model parameters Present method Radhakrishna Murthy 
and Bangaru Babu 
(2009)KNN Random Forest XGBoost

K (gammas) 77.67 80.9 72.66 –
z (km) 2.75 3.49 1.08 5.5
d (km) 9.8 9.42 9.36 8
θ (˚) 247.33 243.58 247.07 –
xo (km) 17.82 18.16 15.28 –
RMSE 14.36 14.68 35.03
MAE 11.48 12.27 22.55

Fig. 9   Correlation between the observed and ML model predicted 
anomaly in Pranhita–Godavari (P-G) basin, India. a KNN, b Random 
Forest, and c XGBoost

Fig. 10   Comparison of observed and ML model predicted (KNN, 
Random Forest, and XGBoost) magnetic anomaly in Pima Copper 
deposit of Arizona, USA (Asfahani and Tlas 2004)
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Magnetite iron deposit, China

This field data are taken from the magnetite iron deposit 
in western Gansu Province, China (Guo et al. 1998). The 
profile length is 222.5 m, and it is digitized with a sam-
pling interval of 10 m. The predicted dike model param-
eter using the ML techniques is shown in Table 7, includ-
ing the results from the previous studies. It is observed 
that the predicted results are in good agreement with each 
other and also with the earlier studies (Essa and Elhussein Ta
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2017). The predicted model parameters viz. depth to the 
top of the dike (z) and the half-width (d) also agree with 
the Drilling data (Guo et al. 1998). The predicted anomaly 
and the observed anomaly also show a similar trend and 
are in good agreement, as shown in Fig. 12. The RMSE 
and MAE errors (Table 7) from algorithms seem higher 
than the previous field examples discussed in this study. 
This is due to the high amplitude of the field anomaly data. 
The prediction error plot of the three algorithms is given 
in Fig. 13. The goodness of fit (R2) score of KNN and 
Random Forest shows the same value (R2 = 0.94), whereas 
XGBoost gives a relatively lesser R2 score of 0.88 and 
shows higher variance.

Conclusions

In the present study, an attempt was made to investigate 
the performance of three Machine learning algorithms, 
such as KNN, Random Forest (RF), and XGBoost, in pre-
dicting the model parameters of the dike. The major con-
clusions drawn in this study are summarized below:

Table 7   Comparison of 
predicted parameters of the 
Iron deposit in Western Gansu 
province, China using the 
present method (KNN, Random 
Forest, and XGBoost) and 
previous studies

Model parameters Present method Essa and Elhus-
sein (2017)

Drilling data, 
Gou et al. 
(1998)KNN Random Forest XGBoost

K (nT) 5358.99 5773.16 6363.29 10,380.62 –
z (m) 20.1 20.4 22 26.56 22–25
d (m) 8.49 7.92 10.37 9.035 9
θ (˚) 56.79 60.83 56.65 58.97 –
xo (m) −0.6 −0.09 −1.615 – –
RMSE 387.62 381.36 524.02 – –
MAE 283.15 296.4 407.01 – –

Fig. 12   Comparison of observed and ML model predicted (KNN, 
Random Forest, and XGBoost) magnetic anomaly in Iron deposit, 
Western Gansu province China (Essa and Elhssein 2017)

Fig. 13   Correlation between the observed and ML model predicted 
anomaly in Iron deposit, Western Gansu province China. a KNN,  
b Random Forest, and c XGBoost
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•	 The results on synthetic and field examples indicate 
that KNN, RF, and XGBoost perform well in obtaining 
all five model parameters of the dike, which are depth 
to the top of the dike (z), half-width (d), Amplitude 
coefficient (K), index angle (α), and origin (xo). How-
ever, they show different prediction power, depending 
on the anomaly complexity.

•	 KNN and RF are less sensitive to noise or anomaly 
complexity and give comparable results in both cases. 
On the other hand, XGBoost performs well only on 
noise-free data, whereas its performance drops drasti-
cally with increasing the percentage of noise or the 
complexity of the magnetic anomaly.

•	 The effect of interference from nearby structures on the 
ML algorithms was also tested, and it was found that 
all the ML algorithms are affected very little by this 
interference.

•	 The field examples demonstrate that KNN and RF have 
less RMSE and MAE values than XGBoost, suggesting 
that KNN and RF have the highest prediction power. 
In most of the field examples, the R2 score of KNN 
and RF is found to be 0.89–0.99, which is better than 
XGBoost.
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