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Abstract
In past few decades, there was a tremendous enhancement in natural disaster and their effects on economy and population. 
An adverse events like floods, wildfires, cyclones, earthquakes, tsunamis, etc., are regarded as a natural disaster once it 
strikes the vulnerable population areas. An early tracking of susceptibility areas and immediate tracking of affected areas 
might help in facilitating rescue and early warnings to the public. To achieve autonomous natural disaster prediction, this 
paper makes use of current developments in remote sensing, which speed up the availability of aerial/satellite data and are 
reinforced by progress in the computing sector. The aerial/satellite imageries are employed for acquiring the data from 
areas of Queensland-Australia that are more prone to natural disaster in an eagle-eye perspective. Since there were several 
techniques employed so far for the automatic prediction of natural disaster susceptibilities, there were some limitations like 
reduced rate of accuracy and so on. So as to overcome these limitations, deep learning based automated process is employed 
for predicting the natural disaster areas and probability of event occurrences. The main intention of the work is to detect the 
natural disaster occurrence from the sensed data which aids in providing warning to public and to safeguard them by taking 
necessary actions. Initially, remote sensing data is pre-processed and the features are extracted using Adaptive linear Internal 
embedding algorithm-based feature extraction (ALIE-FE). The extracted features are selected using Recursive Wrapper-based 
feature subset selection. To estimate best fitness function and to enhance the prediction accuracy, the optimization process 
is carried using Bio-Inspired Squirrel Search Optimization algorithm (BI-SSOA). Finally, the classification is carried by 
means of Deep learning based Multi-layer Alex Net classifier (DBMLA) approach. The simulation is carried and the out-
comes attained are estimated for predicting flood susceptibility and wildfire susceptibility. The proposed BISSOA-DBMLA 
offers sensitivity of 98%, specificity of 99%, and TSS of 97%. The proposed system offers 98.99% classification accuracy. 
Accuracy, sensitivity, specificity, TSS, and area under the curve (AUC) are used to evaluate the efficacy of the suggested 
system in light of the achieved results from other approaches. To demonstrate the efficacy of the suggested mechanism, the 
achieved results are compared with those of current approaches.

Keywords  Natural disaster · Machine learning · Deep learning · Automatic prediction process · Adaptive linear internal 
embedding algorithm-based feature extraction · Bio-inspired squirrel search optimization · Deep learning based Multi-layer 
Alex Net classifier

Introduction

Big data has made a huge difference and is now an integral 
part of almost all sectors. Multi-channel, intelligent health-
care, homeland security, log analysis, finance, manufac-
turing sectors, telecommunications, crime prediction and 
analysis, retail marketing, etc., are just a few of the many 
areas where big data analytics has been put to use. People's 
participation in social media review communities has grown 
(Raza et al. 2020). Since the social network produces such 
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a large amount of data every second, sifting through it and 
analysing it for specific queries is a key challenge. Predic-
tions based on such a large data set will benefit from the use 
of big data analytics. Despite its versatility, big data analyt-
ics have a long way to go before they can be effectively used 
for catastrophe prevention and mitigation. There has been 
little reliance on social media to seek immediate assistance 
during times of crisis (Quinn et al. 2018; Nugent et al. 2017). 
Since the crisis scenario is more chaotic, analysing the huge 
data created during the crisis will be the best alternative for 
successfully navigating such unpredictable situations (Resch 
et al. 2018; Razali et al. 2020). Making the right choices at 
this time is crucial to meeting the needs of those who have 
been impacted. Lack of direct contact during crisis manage-
ment sometimes results in impacted persons receiving false 
or partial information. The rescue team will benefit from 
the use of computational intelligence and big data analyt-
ics in these scenarios so that they can extract meaningful 
insights from large data sets and respond appropriately in 
the moment (Yuan et al. 2019; Rahmati et al. 2019). Early 
warning and readiness; reaction and impact; and risk, 
mitigation, and vulnerability modelling are the three main 
aspects of disaster management. There are two types of data 
used throughout the process: user-generated material, which 
includes sites like Flickr, Twitter, and Facebook, and sensor 
data, which includes things like drone and satellite photo-
graphs. The impacts of the accident may be mitigated after 
careful analysis of this data.

The majority of large datasets come from remote sens-
ing. This fast developing technology has the advantages of 
a large coverage area that can be reliably covered again and 
over, and it may also deliver a massive amount of data from 
otherwise inaccessible locations. The remote sensing infor-
mation also represents the reaction of the integrated vegeta-
tion and the different aspects that impact their current posi-
tion as a fuel basis for the catastrophe caused by the wildfire. 
The normalised difference vegetation index (NDVI) is the 
vegetation index that indicates the crop health status and 
may be used for assessing the changes ion spatiotemporal 
in green vegetation, and it will be extracted from remote 
sensing data along with other parameters related to wildfires 
and other natural disasters. The LST is a measure of how hot 
the ground really is, and it varies greatly depending on the 
amount of plant cover and the soil's moisture level. The inci-
dence of natural disasters is a repeated issue in all parts of 
the world. The physical extent of the disaster leads humans 
to react immediately and encounter the problem. Since there 
were several techniques employed so far for the automatic 
prediction of natural disaster susceptibilities, there were 
some limitations like reduced rate of accuracy and so on. 
AI techniques have been applied in various fields of NDM 
because of their high-speed operation, accuracy, and easy 
use. AI is a computational means that act intelligently. Thus, 

to overcome existing limitations, deep learning based auto-
mated process is employed for predicting areas of natural 
disaster and event occurrences probability. The main inten-
tion of the proposed work is to detect the natural disaster 
occurrence from the sensed data which aids in providing 
warning to public and to safeguard them by taking neces-
sary actions.

The remainder of the paper is laid out as follows: "Related 
works" section is the analysis of various existing methods 
reviews employed so far. In "Proposed work" section is the 
detailed explanation of proposed system. The performance 
analysis of proposed system is estimated and the outcomes 
compared are projected in "Performance analysis" section. 
At last, the conclusion of work is made in "Conclusion" 
section.

Related works

Different current approaches were discussed in this section.
Using the Internet of Things (IoT), Big data (BD), and 

a convolutional deep neural network (CDNN), the author 
of Anbarasan et al. (2020) proposes a method for handling 
flood disasters. At first, BD flood data was used as input. 
HDFS map-reduce was then used to minimise the amount 
of duplicate data. Using a pre-processing strategy includ-
ing missing value imputation and a normalisation func-
tion, we eliminated the duplicate data. After then, rules are 
generated by combining characteristics and methods. The 
resulting rule was then sent into the classifier CDNN, which 
assigned each piece of data to one of two categories: (a) 
data with a probability of being affected by a flood, and (b) 
data with no such risk. Parameters such as specificity, sen-
sitivity, accuracy, recall, F-score, and precision were used 
to evaluate the results obtained using the suggested classi-
fier CDNN approaches. In order to prove the efficacy of the 
suggested system, the achieved results were compared to 
those obtained using more conventional methods such as 
artificial neural networks (ANN) and deep neural networks 
(DNN). The inferred result demonstrates the superiority of 
the proposed technique over conventional methods.

In Yu et al. (2018), the authors published a literature 
analysis examining the significance of big data in disaster 
management, drawing attention to the state of the art in 
terms of technology and its potential for improving disaster 
response. This method has offered an evaluation of vari-
ous studies from a wide variety of technical and scientific 
vantage points, all of which touch on the effectiveness of 
big data in easing the burden of disaster management. This 
approach reviews major sources of big data, the achieve-
ments associated at varied management of disaster phase, 
and the emerging technological topics that were associated 
with a leveraging new ecology for detecting and monitoring 
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the natural hazards, effect mitigation, contributing recovery, 
assisting relief efforts and the process of reconstruction.

In (Fathi et al. 2021), the authors offered a review on 
existing methods for the analysis of big data techniques in 
forecasting weather published among 2014 and 2020. The 
taxonomy of feasible current reviewed approaches has been 
presented as a technology-dependent, technique-dependent, 
and the hybrid approaches. However, this approach suggests 
a comparative review of the aforementioned categorizations 
with respect to scalability, accuracy, execution time, and the 
other factors like Quality of service (QoS). The algorithm 
types, modelling tools, measurement environments, with 
their benefits and limitations were extracted. Also, the future 
trends and open issues were debated.

In (Li 2020), the authors introduced a scheme of GeoAI 
to be the emergent framework of spatial analysis intended 
for the GIscience data-intensive. This analyzed the recent 
outbreaks in the machine learning and advanced computa-
tion for attaining the scalable processing with the intelligent 
analysis in the geospatial big data. The view of three-pillar 
GeoAI along with their two technical threads like knowl-
edge-driven and data-driven and the geospatial applications 
were highlighted. Thus, the discussion of the remaining dif-
ficulties and the future orientations of GeoAI is brought to 
a close.

Using techniques from the realm of machine learning 
such as bagging, decision trees, boosting, random forests, 
and bagging, the authors of Choi et al. (2018) propose a 
new method. Based on the overall model's prediction abil-
ity, the boosting model that included in the previous four 
days' worth of weather data was selected as the best option 
because to its higher AUC score of 95.87%.

On employing this model of prediction in this approach 
the study focuses on predicting the heavy rain damage occur-
rence for the entire administrative places which reduces the 
damage by the proactive management of disaster.

In Luechtefeld et al. (2018), the authors implemented the 
technique based on machine learning approach for predic-
tions termed as REACH across attained unprecedented sen-
sitivity higher than 70% for predicting six most usual topical 
and acute hazards for covering chemical universe about two 
thirds. Although this is expecting prescribed authentication, 
it reveals the new introduced superiority through modern 
data-mining and big data skills. A rapid enhancement in 
number of computational methods and diversity, along with 
data they were dependent on creating the opportunities and 
challenges for the computational methods usage.

Data-driven scientific discovery, decision making, and 
process optimization have enormous promise, as shown by 
the work given in Sun and Scanlon (2019), which combines 
big data with ML approaches. Potentially, this technological 
development might help water management systems func-
tion more smoothly. EWM in particular because (1) many 

EWM applications, such as early flood warning, necessitate 
the ability to autonomously extract the useful information 
from the massive volume of information in real time, and 
(2) EWM researches become greatly multi-disciplinary on 
handling huge enhancing data types or volumes with the 
use of existing workflow, which was not a simple option. 
(3) The existing theoretical understanding of the EWM pro-
cess was not comprehensive, but it might be supplemented 
by the finding of a data-driven model. Many ML and big 
data applications have previously been published in EWM's 
scholarly literature. In Anand Deva Durai (2021), the authors 
presented a big data model on climatic research which was 
potentially significant one. Initially, the huge volume of data 
on current climate were expected to enhance from increas-
ing further at both complexity and volume in the upcoming 
years. Next, these approaches were employed typically that 
were associated with big data encountered climate research. 
Thirdly, the models on climatic research were rooted in the 
theory of science which was the significant cause of the 
security at their projections. This in turn makes the research 
on climate a significant test case for the presented shift pro-
cess depending on the huge free modeling theory.

In Asencio-Cortés et al. (2018), the authors employed 
several regression algorithms usage integrated with the 
ensemble mechanism which was explored in the big data 
context at which 1 GB catalog was employed so as to detect 
the magnitude of earthquakes in the imminent days. The 
framework of Apache Spark, H2O library in the language 
R with the infrastructure of amazon cloud were employed 
which was considered as a promising outcome.

In (Obaid 2021), the authors suggested a technique with 
the use of ML approach intended for the Multimedia Surveil-
lance at the time of fire emergencies. The suggested model 
has two major deep neural network approaches. Initially, 
hybrid model was employed that was made of Adaboost and 
several multi-layer perceptron techniques. The major inten-
tion of hybrid Adaboost-MLP technique was to detect the 
fire in an effective manner. This technique employs sensor 
data like heat, smoke, and the gas for training. Once the fire 
was predicted, CNN technique was employed for the detec-
tion of fire instantly. The outcome shows that the presented 
training model has the accuracy of 91% for fire detection. 
Also, the false positive rates were lower. Thus, the outcomes 
were enhanced on further training.

In Sayad et al. (2019), the authors introduced a technique 
which serves as a major purpose for constructing a sensing data 
depending on the remote sensing information associated with 
the state of crops (NDVI), LST (meteorological conditions), in 
addition to the indicator for fire. The outcomes attained were 
assessed with the use of various strategies on validation like 
regularization, cross validation, and classification metrics by 
comparing some early warning wildfire system.



3008	 Acta Geophysica (2022) 70:3005–3021

1 3

In Ragini et al. (2018), the authors created a big data 
method to disaster response using sentiment analysis. The 
method described herein collects catastrophe data from 
social networks and organises it according to the require-
ments of those who have been impacted. Machine learn-
ing was used to analyse public mood in order to classify 
sensitive catastrophe data. Several aspects like lexicon, and 
parts of speech were analyzed for identifying best strategy of 
classification for disaster data. The outcomes show that the 
best strategy of classification of disaster data. The outcomes 
attained represent that the lexicon dependent approach was 
appropriate for the examination of people needs at the time 
of disaster. The analysis helps in emergency responders in 
rescuing the personnel's for developing strategies effectively 
for the efficient management of information that changes 
rapidly. Despite the use of many methods, it may be difficult 
to detect a disaster's onset and may result in inaccurate data 
due to the limitations of nature and technology. Data aggre-
gation issues across numerous sources, as well as incomplete 
and missing data, provide regular challenges for researchers 
hoping to put AI into practise. Therefore, a novel approach 
is required for this objective.

Proposed work

A detailed narration of the presented technique is employed 
in this part. Initially, remote sensing data is pre-processed by 
means of z-score normalization technique so as to refine the 
input data by replacing missing values and removing redun-
dant information. The features are extracted using Adaptive 
linear Internal embedding algorithm-based feature extraction 
(ALIE-FE). From the extracted features the most relevant 
ones are selected using Recursive Wrapper-based feature 
subset selection. To estimate best fitness function and to 
enhance the prediction accuracy, the optimization process 
is carried using Bio-Inspired Squirrel Search Optimization 
algorithm (BI-SSOA). Finally, the classification is carried 
by means of Deep learning based Multi-layer Alex Net clas-
sifier (DBMLA) approach. The entire workflow of proposed 
strategy is presented in Fig. 1.

Data pre‑processing

The input data is preprocessed since it is unrefined and has 
duplicate and missing values. This is cleaned and preproc-
essed for removing the redundant and repeated samples 
along with missed data. In this, the data is normalized and 
z-score is estimated and is acquired in the initial normaliza-
tion phase as:

Here, � signifies the mean of the dataset, � means sample 
size, and Z is calculated by:

Here, U signifies sample mean, and D refers to the stand-
ard deviation.

The random sample must follow a pattern of:

In this �j signifies errors and is relied on �2.
The mistakes must therefore be independent of one 

another as illustrated below:

Here U denotes a random variable.
Then the standard deviation is employed for normalizing 

the variables and the moment scale deviation is estimated 
using:

Here, m denotes the moment scale.

In this � signifies a random variable, and E refers to the 
expected value:

where yw denotes the coefficient of the variance.
On changing entire variables to 0 or 1, the operation of 

feature scaling is thus terminated and is known as unison-
based normalizing technique. It is shown as:

By this, the normalized data is attained and is further 
given as input for upcoming steps.

(1)Z =
[

(U − �)∕�
]

.

(2)Z =
U − U

D
.

(3)Zj = �0 + �1Uj + �j.

(4)Uj ∼
√

W
U

√

U2 + w − 1
.

(5)M =
�m

�m
.

(6)�m = E(U − �)M

(7)�m =

(
√

E(U − �)M
)2

(8)yw =
m

U
,

(9)U� =

(

U − Umin

)

(

Umax − Umin

) .
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Fig. 1   Systematic progression 
of the proposed mechanism
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 Feature extraction using (ALIE‑FE) and feature 
subset selection

Adaptive linear internal embedding algorithm for feature 
extraction

The characteristics are being filtered out here for selection 
purposes. Common manifold learning algorithms include the 
Adaptive internal linear embedding method (ALIE-FE). On 
the concept that data on a nonlinear multiplying system may 
be perceived as linear in local regions, ALIE-FE is mainly 
designed to solve globally nonlinear issues with locally linear 
fitting. By calculating low-dimensional neighborhood-pre-
serving input embeddings, ALIE-FE translates its inputs into 
a universal, lower dimensional co-ordinate scheme without 
resorting to local minimums. As a result of its ability to lev-
erage local symmetries of linear reconstruction, ALIE-FE is 
able to acquire knowledge about the broader framework within 
which nonlinear divers function. Quarterly data is presented, 
and the local linear mounting is defined by the weight matrix, 
which is composed of linear coefficients that are descriptive 
of each data point from its surrounding regions. ALIE-FE 
looks for training data samples that are more distinguished 
by class importance (or discriminated against). The template 
specifically looks for a linear combination of input variables 
that maximises sample separation across classes (class aver-
age or means) and minimises sample separation within each 
class. Undergoing processing of the ALIE-FE. Samples from 
the ALIE-FE function space must be formed into a matrix as 
the initial stage of the linear analysis of discrimination. The 
ALIE-FE, which is of class C (C ≥ 2), considers ka to be a set 
of dimensional space (DS) samples of type Sa. The Sbc group 
scatter matrix is retrieved for each class, and SNi c is computed 
using the formula below. The procedure typically consisted of 
three stages: selecting neighbours,

Afterward the matrix was constructed.

Generally, the matrix can be developed for the purpose 
of selecting the features. The pointed features are calculated 
by the calculation of the covariance matrix. Finally, the Map 
high-dimensional features can be mapped to the embedded 
coordinate.

(10)SNi_c =

C
∑

a=1

SaSa =
1

ka

∑

k∈ka

(

k − na
)

(k − na)
T.

(11)Sbc =

C
∑

a=1

(

na − n
)

(na − n)T

(12)C =
1

n
⋅

∑

c∈c

(c − n)(c − n)T

Recursive wrapper‑based feature subset selection

Feature selection methods are employed in several fields 
and is significant one for the modified extraction. Several 
methods for the selection of features have been used so far. 
The process of choosing relevant features from the extracted 
databases reduces training times and condensed model for 
facilitating better understanding. The eight functional attrib-
utes that corresponds to the criteria were extracted from the 
entire dataset. There are two significant features filtering 
strategies like filters, noisy, and wrapper data for picking 
correct functionality. In the process of data analysis, this 
technique enhances the performance speed and thereby 
enhances the accuracy of prediction. Depending on the com-
bination of feature list, the method of recommendation com-
putes the collection of features with the use of this approach. 
Minimal attributes set is intended for practical filtering so 
that the probability distribution that results in data groups for 
the initial distribution attained over the usage of entire attrib-
utes. This in decreases the tasks number and thus excludes 
irrelevant or redundant feature characteristics. This improves 
the statistical precision automatically and thus accelerates 
the presented algorithm. In spite of each element classifica-
tion, wrapper is accountable for feature subsets identification 
with the output prediction of the classifier conferring to the 
projected subset. Wrappers were employed to scan any prob-
able features subset and to discover comparable data among 
features, not as filters. By means of the proposed algorithm, 
the best and effective features can be picked and derived for 
more classification. Estimates of the vectors of the covari-
ant matrices are constructed, and the data projected into the 
new subspace is found to be either lower than or equal to 
these estimates. In most cases, an automated matrix vector 
estimate is used to produce the covariance data matrix cor-
relation. A subset of the variables in the massive dataset is 
selected on the basis of the actual variables and the highest 
degree of similarity in the principal components.

λ to represent the Eigen value; F to represent the updated 
collection of features; d to represent the baseline set of features. 
If we want our low-dimensional vector representation of the 
data records to seem accurate, we need to approximate mostly 
the neigen vectors that provide the biggest eigen values.

The covariance matrix has been provided to us, and its 
diagonal is defined by the matrix A:

(13)F =
�1 + �2 + �3 …… .�k

�1 + �2 +………+ �k +……… �d

� = l1, l, lm

(14)A = diag
(

�1, �2,… ..�m
)
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The following criteria may be used to arrive at the total 
number of features:

where P is the total number of Eigen values. To do this, 
we first sort the indices in decreasing order and then choose 
the first set of attributes without making any changes to their 
original values.

Fitness evaluation using bio‑inspired SSOA 
(bio‑inspired squirrel search optimization 
algorithm)

The SSA is then used to pick out the best features using the com-
bined features from the autoencoders. The SSA adjusts people's 
locations based on the time of year, the kind of people present, 
and the visibility of potential predators (Zhang et al. 2020).

Population initialization

Assuming N people, with SSU and SSL as the upper and 
lower search space boundaries, respectively. The formula 
below is used to generate the random formula by which the 
persons are created.

SSI represents the ith individual (i = 1,… ,N) , The vari-
able R is the random integer between 0 and 1, and the vari-
able D is the size of the issue.

Population classification

For the minimization issue to be solved using SSA, one 
squirrel is sufficient for each tree, with N being the total 
number of squirrels. Thus, there are N trees in the forest, 
only some of which are edible (the hickory and acorn trees). 
Squirrels prioritise hickory tree tops and acorn trees as food 
sources. The population fitness ranking is based on increas-
ing values. The squirrels may be broken down into three dis-
tinct groups: animals living on hickory trees are squirrels SH , 
animals in acorn trees squirrels SA and typical squirrels in 
trees SN . In order to secure the most reliable supply of food, 
the travel of SA is SH and final destination of SN arbitrarily 
chosen to be either SH or SA.

(15)K� = �A.

(16)
∑T

i=1
𝜆i

∑P

i=1
𝜆i

> M,

(17)SSI = SSL + R(1,D) ×
(

SSU − SSL
)

Position updation

The squirrels' locations are refreshed whenever they glide to 
either the hickory or acorn trees.

The iteration number 't' is always there, and R is always 
the random integer. There is a 10% chance of a predator 
appearing, denoted by PAP. The squirrel glides across the 
forest in quest of food if R > PAP, meaning there is no danger 
from any predators. If R > PAP , the predators will show up, 
and the squirrels will have to cut down on their food-gather-
ing activities. After then, the squirrels' locations are shuffled 
about at random. The constant (C) has a value of 1.9, and 
the gliding distance (G) is represented by the letter "g". The 
squirrel identified as St

AI
 was selected at random from SA. An 

equation for determining glide distance is as follows:

GH is equal to 8, and S equals 18; both are constants, 
tan (�) signifies the angle at which the glider will travel.

The conventional SSA starts with the assumption that 
all individuals are in winter at the beginning of each cycle. 
The yearly adjustments are decided upon once everyone has 
been brought up to date. When summer arrives, the squirrels 
no longer migrate to the old hickory tree; instead, they all 
remain in the new one. Squirrels soaring to the acorn tree 
are not ambushed by predators, therefore they don't have to 
move. The individuals' motion is halted if the number of 
iterations is greater than the maximum number of iterations. 
Otherwise, the preceding procedures are repeated.

Classification using deep learning based multi‑layer 
Alex net classifier (DBMLA)

The chosen input is thus utilized for the classification of 
data and is thus employed for the estimation of proposed 
DBMLA approach. This is the distributed system for the 
estimation the unexpected values and technique is based 
on random variables. This aims mainly at identifying the 
background and thus monitoring the suitable information 
over random way. For attaining the objective, there is a 
need of daily interval. The user likelihood and the value 
that are secured might be observed specifically. If the pro-
posed model is capable of computing the vector's probability 

(18)
{

SSt+1I = SStI + G × C ×
(

SStH − SStI
)

if R > AP
random location Otherwise

(19)
{

SSt+1I = SStI + G × C ×
(

StAI − SStI
)

if R > AP
random location Otherwise

(20)G =
GH

tan(�) × S
.
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distribution, it is identified by the determination of dispersed 
probability multiplication and thus dividing the outcome 
through the standard constant.

Here, P
(

∅
)

refers to the function of probability distribution.
P
(

y

∅

)

 signifies the likelihood function that are 
determined.

Pdf(�∕G) denotes the function of evidence.
Thus, the posterior probability is proportional to the like-

lihood and is the prior probability multiple.

In this, F(G) signifies the function of prior density.
f(y) L(G/x = x(G) refers to the likelihood function.

Basically, the equation of probability was employed for 
plotting the abnormality of function. The values that are 
abnormal was estimated once the prior likelihood was deter-
mined. On following this, the abnormal value is computed 
as shown:

(21)Pdf(�∕G) = (p

(

y

�

)

p(G)
)P
(

�
)

(22)

F(G) = [f (G)L(G∕x = x(G)∕
∞

∫
−∞

f (G)(u)L
(

G

x

)

= x(G)(u)du]

f (G)(u)L(G∕x = x(G)(u) refers to normalizing constant.

(23)Abn value = minN
i=1

OSi
∗
.

Once the abnormal value was estimated, the data affected 
with disaster will be classified. This proposed model 
includes major layer as a convolutional layer for training 
input data and is responsible for eradicating the lower-level 
features that is kernels. A large data governs the classifier 
pre-trained systems for executing the task of classifica-
tion. The classifier intensity has an important influence on 
accuracy of classification with suitable detection efficacy 
as the classifier depth increases, the error rate of classi-
fier decreases. According to probabilities, the target is thus 
graded. The presented DBML Alex net CNN model tech-
nique offers discrepancy among the single and one or more 
varied variables that were computed.

Here, F denotes the feature, N refers to pointed feature, 
�1�2 refers to classified features.

It is expressed as:

The Residual connection-based Alex net CNN model 
classification was concluded as:

The value K denotes an observed or measured value.

(24)F = [N] − k(abnormal data classify(N))2

(25)[N] = �1 + �2

(26)classify (N) = �
1
+ �

2
.

(27)F = �1�2 − K
(

�1 + �2

)2
.
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To demonstrate the efficacy of the proposed approach, 
the performance of the classifier is assessed using database 
testing.

Performance analysis

The performance analysis of proposed strategy is estimated 
and the attained outcomes are illustrated in this section.

Performance analysis of flood susceptibility

Two types of data sets were taken into account in order to 
map flood susceptibility and modelling: an inventory map 
of past flood occurrences and the elements that determine 
risks (Kalantar et al. 2021).

We estimate sensitivity, specificity, OA, and TSS for 
performance evaluation. This is how the numbers are 
crunched:

(28)
Sensitivity = (True Positive/True Positive + False Negative) ∗ 100

Here, TSS is the true skill statistic.
Queensland, Australia, is the location of the research, 

namely a section of the Brisbane River watershed region. 
As reported by the Queensland government, two big flood 
occurrences occurred in February 1893 and January 1974 
due to tropical cyclones. Parameters such as (a) altitude, 
(b) slope, (c) aspect, (d) curvature, (e) distance to river, (f) 
distance to road, (g) SPI, (h) TWI, (i) 0STI, (j) annual total 
rainfall, (k) soil, (l) lithology, and (m) land-use are taken into 
account to evaluate performance.

Devastating flood risks occurred along the river in 
2010, 2011, and again in January 2013. As a result, this 
area is thought of as a floodplain and is constantly moni-
tored by the government along with other sectors. The 

(29)
Specificity = (True Negative∕True Negative + False Positive) ∗ 100

(30)

Overall accuracy

=
(True Positive + True Negative)

(True Positive + False Positive + True Negative + False Negative)

(31)TSS = True positive Rate + True Negative Rate − 1.

Fig. 2   Overall location of the research area: (a) map of Australia, a location map for the research region, (b) study area with both non-flood and 
flood inventory points, and (c) study area that includes non-flood and flood inventory points
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1,474,617 square metres that make up this research area 
are located between the latitudes of 27.450S and 27.250S, 
and the longitudes of 152.500E and 153.050E. The major-
ity of this area is marked by dense urbanisation, and its 
height spans from 0 to 548 m. It has subtropical humid 
climate conditions, with an average annual temperature 
of 20.3 °C and 1168 mm of annual rainfall. The research 
region and a broad map of Australia are shown in Fig. 2. 
Slope, curvature, height, aspect, distance to road, distance 
to river, SPI, STI, TWI, total annual rainfall, soil, lithol-
ogy, and land use are the thirteen explanatory elements 
shown in Fig. 3.

Based on area and percentage research, Table 1 contrasts 
the categories of people that are vulnerable to flooding. The 
analysis is carried out using both proposed and existing 
approaches, and the results are shown below.

The suggested model's predicted map of susceptibility is 
contrasted with three other models in five categories of sus-
ceptibility. Each class's area and percentage are calculated 
separately. Figure 4 compares flooded zones according to 
hazard maps and displays the simulated ranking of flood 
susceptibility for each class according to the suggested 
strategy.

Where geologically Middle to Late Triassic volcanic 
units, Neranleigh-Fernvale layers, lacustrine deposits, and 
the Bunya phyllite are present, the Bundamba and Landsbor-
ough sandstone are less prone to flooding. These regions are 
typically those with altitudes lower than 20 m. The natural 
conservation and environment zones with thick forest are 
the least vulnerable to flooding from a land-use standpoint. 
Additionally, there were locations with significant suscep-
tibility among the dense residential and areas with intense 
usage. Tb64 (red mottled soils and hard acidic yellow), Sj12 
(yellow mottled soils and hard acidic yellow), and MM9 
(grey and brown crumbling clays) classes are the most likely 
types of soil for the flood event. For such a dynamic hazard 
to be more accurately predicted and predicted with more 
precision, high spatial accuracy and resolution data must be 
accessible and available at the time of the flood and after it 
has occurred. The achieved result demonstrates how infor-
mation from big data and effective identification of dan-
gerous areas may improve land use planning and economic 
output.

The ability of current and new strategies to anticipate 
is compared in Table 2. In terms of sensitivity, specificity, 
TSS, and AUC, the estimated analysis is contrasted with 

current approaches like ANN, DLNN, PSO-DLNN, and 
BISSOA-DBMLA (proposed). The result demonstrates 
that the suggested procedure is superior than current 
methods.

The visual representation of a comparison investigation 
of the propensity for prediction of both current and sug-
gested methodologies is shown in Fig. 5. In terms of sen-
sitivity, specificity, TSS, and AUC, the estimated analysis 
is contrasted with current approaches like ANN, DLNN, 
PSO-DLNN, and BISSOA-DBMLA (proposed). The result 
demonstrates that the suggested procedure is superior than 
current methods.

Performance analysis of wildfire susceptibility

The Australian mainland is the research region used in 
this methodology since it had a wildfire occurrence dur-
ing the fire season of 2019–2020. Five states, including 
New South Wales, Victoria, Queensland, Western Aus-
tralia, the Northern Territory, and the Australian Capital 
Territory, are included in Australia's mainland. The map 
of the area of interest (AOI) is shown in Fig. 6. One of 
the world's most prone to fires is Australia's eastern area 
(Fig. 6).

The dataset from GEE's Fire information for manage-
ment of resource system (FIRMS) is used to estimate the 
frequency of fires. Within three hours of the satellite's 
observation, the dataset FIRMS disseminates near-real-time 
data. It provides data from the Moderate Resolution Imag-
ing Spectroradiometer (MODIS), Terra and Aqua EOS, and 
VIIRS (visible infrared imaging radiometer suite), and is 
a component of NASA's land, atmosphere near real-time 
capability (LANCE) for the EOS.

Figure 7 is a graphical representation of the average 
yearly temperature in Australia from 1979 to 2019. Figure 8 
illustrates the topological elements of height, aspect, and 
slope.

The topological divisions made up of aspect, ele-
vation, and slope. Elevation was determined using a 
digital elevation model with a spatial resolution of 
30 m. The information used to create the model was 
obtained from NASA's shuttle radar topography mis-
sion (SRTM). The direction that the slope faces and the 
gradient or slope of the land are generated from DEM. 
The gradient or slope of the land is also denoted by an 
aspect and angle.
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Fig. 3   The thirteen explana-
tory variables included in this 
analysis's model formulation: 
(a) Altitude, (b) Slope,  
(c) Aspect, (d) Curvature,  
(e) Distance to River,  
(f) Distance to Road, (g) SPI, 
(h) TWI, (i) STI, (j) Annual 
Total Precipitation, (k) Soil,  
(l) Lithology and (m) Land Use
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The outcomes attained show the fire and no-fire point 
distribution and are represented in Fig. 9. These entire loca-
tions are the portion of the model training of the dataset, 
that comprise of 10,800 points of training over Australian 
mainland.

Figure 10 signifies the probability map at which the 
greenery areas signify the probability of lower wild-
fire event as divergent to red areas representing higher 
probability of wildfire. The classes of fire risk are cat-
egorized as five classes. It was evident that the area 
with high risk is more concentrated at some coastlines in 
the southeastern, southwestern, and northern Australia 
regions mainly.

Table 3 is the comparative analysis of overall accuracy 
of prediction in terms of both existing techniques and pro-
posed method. The existing techniques like Naïve Bayes, 
SVM, CART, MARS, and random forest are compared 
with proposed method. The attained outcomes represent 
that the proposed strategy offers better outcome than 
existing techniques. The proposed system offers 98.99% 
accuracy.

Figure 11 is the comparative analysis of overall accuracy 
of prediction in terms of both existing techniques and pro-
posed method. The existing techniques like Naïve Bayes, 
SVM, CART, MARS, and random forest are compared with 
proposed method. The attained outcomes represent that 
the proposed strategy offers better outcome than existing 
techniques.

The findings of this work show that the most impor-
tant aspect of wildfire is soil moisture which is followed 
by drought index and air temperature, whereas the least 
significant one is electric network. Since land cover is an 
important aspect, this has no higher importance values. 
The attained outcome signifies that the proposed system 
offers better susceptibility of wildfire, and flood. Thus, 
the presented technique is better on comparing traditional 
techniques.

Conclusion

This method proposed an automated methodology based on 
deep learning for the susceptibility of natural calamities like 
wildfire and flood. Data from remote sensing was initially 
pre-processed, then ALIE-FE was used to extract the fea-
tures. Recursive Wrapper-based feature subset selection was 
used to choose the retrieved features. The optimization pro-
cedure was carried out utilising BI-SSOA in order to deter-
mine the optimal fitness function and improve prediction 
accuracy. Final step: Deep learning-based Multi-layer Alex 
Net classifier (DBMLA) approach was used to carry out the 
classification. For forecasting flood susceptibility and wild-
fire susceptibility, the simulation was run, and the results 
were estimated. The suggested BISSOA-DBMLA has 98% 
sensitivity, 99% specificity, and 97% TSS. The suggested 
approach provides 98.99% accuracy in classifying objects. 
The achieved results were contrasted with those obtained 
using current techniques, and the effectiveness of the sug-
gested approach was evaluated in terms of accuracy, sensi-
tivity, specificity, TSS, and AUC. The recommended method 
performed better when evaluating conventional mechanisms. 
Future development on this project will include using an 
automated alerting system to get notifications when a crisis 
occurs.

Table 1   Comparison of area and each flood vulnerability class's proportion (Zhang et al. 2020)

Techniques Area Class susceptibility

"Very low" "Low" "Moderate" "High" "Very high"

"ANN" Km2 440.2872 144.0198 2.1537 2.1726 193.0005
% 56.33 18.43 0.28 0.28 24.69

"DLNN" Km2 528.4881 48.6306 24.6753 29.5146 150.3252
% 67.61 6.22 3.16 3.78 19.23

"PSO-DLNN" Km2 484.5816 74.4777 61.4268 73.0179 88.1298
% 61.99 9.53 7.86 9.34 11.28

"BISSOA-DBMLA 
(proposed)"

Km2 407.2 41.08 74.31 79.55 79.031
% 69.45 5.99 9.39 12.457 9.08

Table 2   Analysis of the predictive power of suggested and current 
approaches in comparison

Techniques Sensitivity Specificity AUC​ TSS

ANN 0.94 0.85 0.93 0.79
DLNN 0.86 0.85 0.96 0.71
PSO-DLNN 0.92 0.98 0.98 0.90
BISSOA-DBMLA 

(Proposed)
0.98 0.99 0.99 0.97
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Fig. 4   Flooded zone com-
parison using hazard maps 
and simulated evaluation of 
each class's flood susceptibility 
using the BISSOA-DBMLA 
technique
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Fig. 5   Comparison of prediction accuracy
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Fig. 7   Australia's average yearly temperature from 1979 to 2019
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Fig. 8   Topological factors: (a) elevation, (b) aspect, and (c) slope

Fig. 9   Output attained from proposed automation process (distributed 
no-fire and fire points)

Fig. 10   Fire susceptibility map result and categorized map based on 
proposed method
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Table 3   Comparative analysis of overall accuracy of prediction  
[1_qsh70q, (Choubin et al. 2019)

Techniques Overall 
accuracy 
(%)

Naïve Bayes 64
SVM 92
CART​ 93
MARS 95
Random forest 96
DBML-AlexNet classifier 98.99

0
20
40
60
80

100
120

(%
)

Methods

Overall accuracy (%)

Fig. 11   Comparative analysis of accuracy
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