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Abstract
In this paper we propose a three-step approach to predict permeability. First, by using Electrofacies Analysis (EA), data are 
classified into several clusters. We take advantage of EA to overcome abrupt changes of permeability which its unpredict-
ability prevents a machine to be learned. EA is also helpful for wells that suffer from core data. Second, fuzzy membership 
functions are applied on data points in each Electrofacies Log (EL). Third, Support Vector Regression (SVR) is employed 
to predict permeability using fuzzy clustered data for areas with core missing data. To perform this process, we applied the 
proposed technique on four well sets of a gas field located in South of Iran; three wells devoted to training and the fourth 
remained for testing operation. Seven ELs derived using Multi Regression Graph-Based Clustering (MRGC) method. MRGC 
is able to estimate more appropriate number of clusters without prior knowledge compared to other three algorithms for our 
case-study area. Then, fuzzy membership functions applied to data. Thereafter, SVR applied to both fuzzy and not-fuzzy 
ELs. Consequently, the predicted permeability log for both fuzzy and not-fuzzy inputs correlated to real permeability (core 
data obtained from plugs in laboratory) in the test well. Finally, predicted permeability for each face merged together to make 
an estimated permeability for the whole test well. The results show that predicted permeability obtained from application 
of SVR on fuzzy data (FSVR) has a notably better correlation with core data for both clusters individually and the whole 
data compared to SVR.

Keywords Permeability · Core data · Heterogeneous reservoirs · Well logs · Support vector regression · Fuzzy SVR

Introduction

Petrophysical assessment of hydrocarbon bearing reservoirs 
has an important role in reservoir studies. Permeability, as 
the rock capability to transfer the fluids, is a vital parameter 
in exploitation of oil and gas reservoirs. This parameter is 
also helpful to identify drainage area and to employ suitable 
instruments for fluid extraction (Klinkenberg 1941). Reliable 
permeability is achievable through laboratory measurements 
via core data (Glover 2000). Different approaches are avail-
able to obtain permeability in the laboratory (Kozeny 1927; 

Leverett 1941; Thomeer 1960; Gan et al. 2018; Singh et al. 
2020; Shen et al. 2020, Mehdipour et al. 2018). Due to the 
fact that determining permeability from core data is very 
costly and also it is insufficient for lateral distribution stud-
ies, well logs have been considered as good substitutions. 
They are able to provide both lateral and vertical distribu-
tions, too. Conventional methods show that permeability 
could be obtained from porosity logs (Ameri et al. 1993). 
However, this method also did not produce good results 
especially in areas that permeability and porosity have a 
poor correlation. Consequently, usage of more advanced 
logs became popular for permeability evaluation (Smith 
et al. 2014, Fiandaca et al. 2018). This method was also not 
appropriate because advanced logs are not always available. 
Over recent years, variety of artificial intelligent algorithms 
have been employed for modeling hydrocarbon reservoirs 
such as artificial neural networks (ANN), deep learning, 
fuzzy logic and many other machine learning algorithms 
(Zhang et al. 2018, Okwu et al. 2019, Sinaga et al. 2019). 
ANN as a popular technique work based on empirical risk 
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minimization (ERM), meaning that model is made based on 
training data and finally the error is minimized (Mohaghegh 
2000, Iturraran et al. 2014). In this case, the model is prone 
to over-fitting and it may not produce a good generalization.

Fluctuation of well log values over the depth is a sign of 
lithology variation in sediment formations. In areas with 
complex structures, we have abrupt changes of permeability 
which prohibits the algorithm to easily find a pattern. As a 
result, EA is used to overcome this problem by classifying 
the data points due to their similarity. EA was first intro-
duced by Serra and Abbot (1980) and this method was first 
used by researchers of Pecton-Shell Company.

EA is a cheap and fast method to classify different litholo-
gies based on the structural characteristics recognizable in well 
logs. This method classifies data into homogenous clusters in 
which every cluster contains similar particles from size, shape 
and texture. Each cluster is called an Electrofacies Log (EL). 
Investigation of ELs and integrate them with geology data is a 
popular method to evaluate areas with core missing data. Dif-
ferent approaches are available to detect formation ELs and to 
predict permeability; such as MRGC, agglomerative hierarchical 
clustering (AHC), Kohonen self-organizing map (SOM) and 
dynamic clustering (DC) (Khoshbakht et al. 2012, Nourani et al. 
2016). Each of these methods work due to a distinct algorithm; 
for example, MRGC is able to find number of clusters without 
any prior information. But in AHC and SOM, the user guesses 
number of clusters based on some prior information such as 
petrographic studies and sediment facies. Permeability modeling 
using EA with different algorithms and regression techniques 
has been carried out by various authors (Rafik et al. 2016; Cri-
ollo et al. 2016; Al-Mudhafar 2020; Liaghat et al. 2021).

In this paper, we present SVR algorithm that is able to 
produce notably better models compared to other regression 
methods. SVR produces outputs with good generalization and 
less prone to over-fitting problems (Novikoff 1962), (Vapnik 
and Chervonenkis 1979), (Vapnik 1982, 1995) (Gunn, 1998). 
SVR is based on structural risk minimization (SRM) providing 
models with good generalization. It creates a balance between 
training error and test error. Good results gained from this 
algorithm for predicting permeability have been published 
recently (Al-Anazi et al. 2012), (Silva et al. 2020), (Li et al. 
2021).

It must be considered that measuring data in real world 
without noise and outliers are inevitable. Although process-
ing of raw data reduces noise up to a good level, omitting the 
whole noise is not possible. For concluding a better result, 
applying fuzzy membership functions on data and devot-
ing a membership degree to each data point reduces noise 
remarkably. In this method each data has a weight based 
on its degree of membership, therefore, each of the data 
points can affect the learning algorithm (Lin et al. 2002), 
(Hasan et al. 2020). FSVR has been used in different fields 
of study such as economy, computer and system modeling 

and electromagnetic (Zhang et al. 2010), (Rustam et al. 
2019), (Hosseinzadeh et al. 2020).

Methods

Electrofacies analysis (EA)

The name “electrofacies” was first introduced by Serra and 
Abbott (1980). EA divides well logs into several geological 
parts that each part represents a geologic feature. In other 
words, electrofacies are petrophysical well log responses 
that characterize a layer and separate it from other layers 
(Nashawi and Malallah 2009). Combining the same quality 
parts from each well builds ELs so that each EL can repre-
sent one or more lithofacies (Negi et al. 2006). Facies iden-
tification plays an important role in identifying petroleum 
and reservoir characterization. The main difference between 
electrofacies and facies classification of rocks in subsurface 
is that electrofacies does not need to outcrops, core data 
and cuttings. Moreover, no information about stratigraphy or 
depositional map of the environment is needed (Davis 2018). 
In some cases, electrofacies are used as a tool to distinguish 
between reservoir and non-reservoir segments and also to 
find structure similarities in the field. As a result, electrofa-
cies are sometimes called virtual cores (Khan Mohammadi 
and Sherkati 2010). There are four identification algorithms 
of ELs in Geolog software (Emerson Paradigm 2019): 
MRGC, AHC, SOM and DC. A brief review of each of them 
is as follow:

1. MRGC: this algorithm locates clusters using a multi-
dimensional dot-pattern recognition method based on 
nonparametric k-nearest neighbor (KNN) and graph data 
representation.

2. AHC: this is a statistical method for finding relatively 
homogeneous clusters of cases based on measured char-
acteristics. It starts with each case in a separate cluster 
and then combines the clusters sequentially, reducing the 
number of clusters at each step until only one cluster is 
left.

3. SOM: this algorithm is an unsupervised neural net-
work that its main property is for producing ordered 
low-dimensional representations of an input data space. 
Typically, such input data are complex and high-dimen-
sional with data elements being related to each other 
in a nonlinear fashion. The basis of the method derives 
from biophysical studies of the brain and "brain maps'' 
which form internal representations of external stimuli 
in a spatial manner.

4. DC: this method classifies data according to pre-defined 
number of clusters. It defines central point randomly, 
then calculates the distance between the data point with 
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a center. Thereafter, each data can be assigned to the 
nearest center. Each center location changes iteratively 
until all points find their nearest neighbors.

Multi resolution graph‑based modeling (MRGC)

Providing more details about MRGC algorithm, it must be 
mentioned that this algorithm does not need prior informa-
tion about number of clusters or data structure and also it 
chooses number of clusters automatically. In KNN algo-
rithm, for classification purpose, a data point gets assigned 
to its  kth nearest neighbor. Since outliers are located farther 
from ordinary data points, with increasing of K, algorithm 
finds a better opportunity to distinguish noise and outliers. 
Compared to other algorithms like probability density func-
tion (PDF) that data points get assigned to areas, MRGC 
takes advantage of capability of more detailed classification; 
for instance, classifying data in cases with small size or dif-
ferent densities. PDF shows the probability distribution of 
variables. This function is due to the probable areas that a 
variable may exist. Outliers have less amount of likelihood 
and they usually accumulate farther on sides, however, dis-
tinguishing of outliers from data relying on farther sides is 
not that easy. Moreover, MRGC uses continuous graphs to 
connect data points to each other, then by utilizing heuristic 
laws, extra graphs are emitted and data classifies into several 
clusters (Ye and Rabiller 2000), (Aghchelou et al. 2012). 
Utilizing MRGC has several advantages which we notice 
some of them here as follow:

• It has the capability to classify sections of well logs that 
are prone for geological facies.

• It does not need to prior knowledge of data.
• It automatically detects cluster numbers.
• It is able to find clusters for even very complex structures.

Support vector regression (SVR)

SVR is a modification of support-vector machine (SVM) for 
regression purposes which mainly works due to maximal 
margin and uses Vapnik’s ε-insensitivity loss function (Vap-
nik 1995). Since SVR concept roots in SVM, so first we start 
with a short explanation regarding how SVM works. SVM 
utilized a hyperplane (decision surface) for two purposes; 
firstly, to minimize the error and secondly to maximize the 
margin. Margin is described as the distance between the 
hyperplane and the nearest data points. Figure 1 shows a 
simple description of how SVM works which is helpful for 
a better understanding of SVR. As Fig. 1 shows, for parti-
tioning of two groups of data, there are hundreds of possible 
lines such as L1 and L2. SVM finds the line (L3) which has 
a maximum distance (orange lines) from the closest data 
points (Support Vectors). SVM is fundamentally according 

to SRM. This method is the minimization of upper bound on 
calculated test data error. This leads to models with better 
generalization quality (Gunn 1998).

To calculate a linear SVR, we are supposed to have n 
training data points:

where x is the data point with response observed value y, 
measured for n observations.

As we know older regression methods minimized the 
measured error from the difference of observed values and 
predicted values with different approaches like least squares 
(minimizing sum of the squared of residuals), minimum sum 
method (minimizes the sum of absolute values of residuals) 
and Chebyshev method (minimizes the larges residual in 
absolute value). But SVR using ε-insensitivity loss func-
tion is a tool for measuring distance between data points 
and predicted function. This loss function has limitations 
for minimization of error with an addition second constraint. 
Error minimization in this method is less than or equal to 
an amount of ε and data points have a maximum distance 
of ε from the prediction function (Rustam et al. 2019). So, 
if we consider a linear regression form as below (Suykens 
et al. 2002):

where w is equivalent to weight parameter and b is repre-
sentative of bias.

(1)(x1, y1)...(xn, yn),

(2)f (x) = wTx + b,

Fig. 1  Classification of two groups of data using SVM method; L1 
and L2 are random possible lines which are able to classify data into 
two groups. L3 is optimal hyperplane that separate data due to maxi-
mizing the distance between closest data points (orange lines). Near-
est data points from each group to each other are called support vec-
tors (data points with numbers 1, 2 and 3)
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The loss function is described as follow. It shows the 
space between each observed value (y) and estimated func-
tion f(x) which must be penalized:

Generally, SVR obeys two facts as follow:

subjected to:

M =
2

||W|| is the distance of support vectors from the pre-
dicted function, �i and �∗

i
 are slack variables considered as 

all of the data points that locate outside the ε area (Fig. 2). 
C parameter creates a balance between slack variables and 
the level of model complexity.

ai and a∗
i
 are positive Lagrangian multipliers which can be 

calculated by solving the dual optimization problem:

(3)(y − f (x))� =

{
0 if |y − f (x)| ≤ �

|y − f (x)| − � otherwise
.

(4)Minw,b
1

2
||w| |2 + C

N∑

i=1

(
�i + �∗

i

)

(5)∀n ∶ yn −
(
Xn�w + b

)
≤ � + �n

∀n ∶
(
Xn�w + b

)
− yn ≤ � + �∗

n

∀n ∶ �∗
n
≥ 0

∀n ∶ �n ≥ 0.

By solving the mentioned problem, predicted function 
and w are obtained as follow:

Fuzzy support vector regression (FSVR)

Noise and outliers are inevitable part of measured data. 
FSVR is one of the algorithms that has a control on data 
distribution and is fruitfully helpful to suppress noise in 
data (Bishop 2006). FSVR gives fuzzy membership values 
to each data point. Therefore, each data point can influence 
on training process differently (Rustam et al. 2019). Conse-
quently, some data points gain more weight and some data 
point lose their degree of importance in regression model. 
Consider Si to be a fuzzy membership value devoted to each 
data point in the prediction model, then (1 − Si) is a less 
important contribution. If the fuzzy membership value is 
small, then the contribution of that data point on the model 
is less significant (Rustam et al. 2019). Outliers and noise 
receive small value of membership function in FSVR so 
their role in predicting a function decrease. Fuzzy member-
ship concept was first introduced by Zadeh (1965) in his first 
paper of fuzzy sets. Membership functions transfer data into 
a [0,1] interval. This means that data are mapped on a curve 
with different degrees and values between 0 and 1 interval 
by membership functions. Fuzzy is widely applicable in dif-
ferent fields such as face recognition (Lim et al. 2002), stock 
market (Rustam et al. 2019), linguistics (Le et al. 2009) and 
so on. In this paper we use fuzzy membership function intro-
duced by Iin et al. (2002):

(6)

maximize −
1

2

n∑

i,j=1

(
�i − �∗

i

)(
�j − �∗

j

)⟨
Xi.Xj

⟩

− �

n∑

i=1

(
�i + �∗

i

)
+

n∑

i=1

yi
(
�i − �∗

i

)

(7)subject to

n∑

i=1

(
�i − �∗

i

)
= 0 and �i, �

∗
i
∈ [o, c].

(8)w =

N∑

i=1

(
ai − a∗

i

)
X

(9)f (x) =

n�

i=1

�
�i − �∗

i

�
⟨Xi.X⟩ + b.

(10)Si =

{
1 − ||X+ − Xi

||∕
(
r+ − �

)
where yi = 1

1 − ||X− − Xi
||∕
(
r− + �

)
where yi = −1

,

Fig. 2  Illustration of estimated function f(x) using SVR. Slack vari-
ables ξ and ξ∗ indicate data points exceed ε . Their distance from green 
ε-tube (green tube; the area between f(x) + ε and f(x) – ε ) is consid-
ered as error (blue lines) that must be minimized. �-deviation is the 
half distance between support vectors of two classes (M) which is 
supposed to be maximized
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where Si is fuzzy membership value devoted to each data 
point. X+ is mean of data points with symbol + 1 and X− is 
the mean of data points with symbol -1.

r+ And r− are as follow:

Finally, with assigning Si value to each data point, we 
modify SVR to FSVR.

Figure 3 presents how fuzzy numbers can be located in a 
regression model. If fuzzy data are assumed to be presented 
as symmetric triangular numbers, then a fuzzy data Yi can 
be shown by Ỹi = (Yi, c) which Yi is the fuzzy center and c is 
the fuzzy half width. Then the membership function of Yi is 
expressed as follow:

(11)r+ = max ||X+ − Xi
|| where yi = 1

r− = max ||X− − Xi
|| where yi = −1.

(12)�
Yi
(Y) = 1 −

|Y − Yi|
c

.

For a linear regression Ŷ = A + BYi  which A and B 
are intercept and slope coefficients, respectively. Both 
of these coefficients are fuzzy numbers. As a result, the 
estimated value of Ŷ  is also a fuzzy number. Yi is an inde-
pendent crisp number which means it does not have any 
uncertainty. To find a fuzzy regression model, the equa-
tion Ŷ = A + BYi must be solved and coefficients must be 
found.

H is a value that shows how good the fitness of the model 
is, it means how well data are fitted to the regression model. 
H is a number between 0 and 1. When H gets closer to 0 
means that model fits the data appropriately and if H gets 
farther from 0 and gets closer to 1 means that the model 
does not fit the data properly. To have a good model, mem-
bership value of real number Y1 to its estimated fuzzy value 
Ŷ1 must be less than H (Chen Si 2005). Hao and Chiang 
(2007) achieved more results for fuzzy regression with dif-
ferent kernels.

Application

Data

Data belongs to a gas field located in the Persian Gulf, a 
region on the boundary of Iran and Qatar. This gas field 
contains an area around 9700  km2. Two main gas bearing 
formations of this location are Kangan and upper Dalan. 
The field is constructed of four main independent reservoir 
layers: K1, K2, K3 and K4. Mineral composition of layers 
K1 and K3 is from dolomite and anhydrites, layers K2 and 
K4 composited from limestone and dolomite as well. The 
carbonate reservoirs in upper Dalan–Kangan formation are 
heterogenic. For permeability estimation we selected four 
wells: W1, W2, W3 and W4. We devoted wells W1, W2 and 
W3 for training purposes and well W4 for testing. In this 
study we included four well logs providing petrophysical 
parameters as follows: acoustic-DT, transit interval time or 
slowness, neutron porosity (NPHI), photoelectric absorption 
factor (PEF) and gamma ray, intensity of natural radioactiv-
ity (GR).

Steps to estimate permeability using MRGC 
and regression algorithms

• Electrofacies analysis using MRGC 
• Applying SVR algorithm on each of the obtained ELs
• Applying FSVR algorithm on each of the obtained ELs
• Correlate predicted permeability obtained from ELs with 

real permeability from core data

Fig. 3  Illustration for fuzzy linear regression. a Ỹi = (Yi , C) is a fuzzy 
data with a real number Yi in center and half width of C. Green sym-
metrical triangular shows the membership function of Ỹi . H is a 
parameter that shows how model and data are fitted properly. The 
purple symmetrical triangular shows the estimated fuzzy data ( ̂Yi ). b 
Illustration of fuzzy linear regression model Ŷ = A + BYi . Each green 
triangular is a membership function of Yi related to its estimated 
fuzzy value Ŷ

1
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• Merging predicted values for each electrofacies to find 
permeability log in well W4

Results

Electrofacies analysis using MRGC 

First, we applied all four mentioned algorithms to the data; 
then we compared the results to find the best algorithm.

1. Using MRGC algorithm: we selected 4 and 20 as mini-
mum and maximum number of desired clusters. Then 
three models of 7, 11 and 13 clusters generated and 
are used as input for SVR algorithm individually. The 
results show that determination correlation (DC) of 
predicted permeability with core data got worse with 
increasing cluster numbers (DC = 81% for 7, DC = 76% 
for 11, DC = 66% for 13). So, we chose the model with 
seven clusters.

2. Using AHC algorithm: we entered different pre-defined 
number of clusters in AHC algorithm (random num-
bers of 5, 7 and 11). We obtained clusters with high 
difference in data distributions. For example, one clus-
ter included only one sample while the other cluster 
contained 7565 samples. We did not consider it as a 
proper input for machine learning algorithm because the 
machine cannot be trained well.

3. Using SOM algorithm: we also tested this algorithm 
with random numbers of 6, 7 and 11 clusters. This algo-
rithm did not partition the data properly either.

4. Using DC algorithm: we applied this algorithm with ran-
domly pre-defined numbers of 7, 9 and 11. The distribu-
tion of data is good while the clusters have more overlap 

compared to MRGC. So, we ignored working with this 
algorithm too.

Finally, we chose MRGC as the best algorithm for our 
case study to continue the rest of process.

In this work, we had totally 2262 samples. As Fig. 4 
shows, first column shows the cluster numbers with their 
related color. Each color is an EL. Second column is weight 
numbers which presents number of data points included in 
each face from total samples. Third column is the average of 
log value in each face. The reason for numbers in the third 
column turns back to the material which the formations have 
made from. For example in the third column, the standard 
scale for neutron log is between 0.45 and  − 0.15. If the third 
column values are low it is because of the formations such 
as limestone, dolomite and anhydrite.

Figure 5 displays each well identified with seven colors. 
By adding segments with the same color, we can create ELs. 
The graph also shows data points’ distribution based on 
their similarity in each well. For instance, most data points 
concentrated in facies 7 in well W2 while concentration of 
samples is mostly in facies 4 in well W3 compared to others. 
Facies 5 and facies 3 have the most data points in wells W1 
and W4, respectively.

Figure 6 shows cross-plots of well logs GR, DT and PEF 
versus each other including electrofacies data. Geologists 
and petrophysicists use this information to analyze the area 
in more detail. Comparison of logs to each other with elec-
trofacies values is very helpful for a better evaluation of the 
under studied zone. In Fig. 6 clusters might have a slight 
overlap in some areas. We did not reduce number of clusters 
to overcome overlapping. First because a slight overlap is 
normal and second, this zone naturally is made of seven clus-
ters including Limestone, Dolomite-Limestone, Dolostone, 

Fig. 4  Demonstration of electrofacies information and distribution 
of total samples in seven clusters. First column shows cluster facies. 
Second column is number of data points in a cluster. Rest of columns 

display barycenter of each cluster. Barycenter is the mean of all the 
points belonging to a cluster
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Anhydrite, Evaporite, Shale and Sandstone. Since this clus-
tering is compatible with reality, so we ignored applying 
any changes.

Calculation of DC for predicted permeability 
and real data (core plugs) for each electrofacies

In this section, we tried to compare results obtained from 
petrophysical estimation using two regression methods SVR 
and FSVR for predicting reservoir properties. Modification 
of SVR to FSVR helps to reduce noise and outliers exist-
ing in initial data. As Table 1 shows, DC calculated from 
FSVR for each of the partitions (except facies number 3) is 
remarkably higher than the value obtained from calculated 
parameter from SVR.

Merging predicted segments to find permeability 
log in well W4

Figure 7 displays merged parts of estimated permeability 
in well W4 compared with core data. DC calculated for 
SVR and FSVR is 0.70 and 0.86, respectively. Obviously, 
the measured value DC is notably higher for FSVR than 
SVR.

Permeability prediction using SVR and FSVR 
algorithms

As previously discussed, we derived seven ELs from well 
data which are supposed to be employed as the input for 
SVR and FSVR algorithms in this section. ELs belonging 

Fig. 5  Demonstration of seven electrofacies recognized by MRGC method for each well in addition to illustration of data distribution in electro-
facies. Adding the same color segments from each well makes the ELs
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to three first wells: W1, W2 and W3 are considered for 
training and the electrofacies from well W4 are for test-
ing purpose. We are determined to predict permeability 
for each electrofacies in well W4 by two algorithms of 

SVR and FSVR in addition to calculating determination 
coefficient (DC) of predicted log with real value. For 
this aim, we first selected one of the electrofacies from 
well W4, and we examined it for both SVR and FSVR 
algorithms. Figure 8 shows the estimated permeability 
for the selected segment which is located in a reservoir 
zone. Figure 8a shows predicted permeability from SVR 
and 8b shows the result obtained from FSVR. Amount 
of DC is 0.69 and 0.87 for SVR and FSVR, respectively. 
Figure 9 shows the scatter plot of predicted permeability 
versus real permeability (permeability measured from 
core plugs) for each electrofacies in well W4. First col-
umn displays the color of each facies, second column 
relates to SVR results and the third column devotes to 
FSVR. Generally, what is notable from scatter plots of 
FSVR column, data points are more concentrated along 
the regression line.

Fig. 6  Cross-plots of well 
logs PEF, GR and DT versus 
each other including electrofa-
cies information for a detailed 
petrophysical evaluation of the 
formations

Table 1  DC results calculated for SVR and FSVR for each electrofa-
cies

Facies No Cluster weights DC (SVR) DC (FSVR)

1 292 0.67 0.84
2 224 0.76 0.89
3 392 0.80 0.78
4 420 0.50 0.80
5 254 0.81 0.91
6 162 0.71 0.88
7 518 0.73 0.87
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Conclusion

In this study we took advantage of EA using MRGC method 
to predict permeability utilizing well logs of a gas field 
located in Persian Gulf. There are some points while estimat-
ing permeability. Firstly, permeability is a very complicated 
parameter which changes dramatically in vertical scales. 

Secondly, this parameter has a tightly relationship with for-
mation structure. Thirdly, studies of reservoir zones with 
core missing data via regression methods is almost impos-
sible because core data is needed for validation operations in 
such algorithms. According to all these three facts, we took 
advantage of EA to overcome these obstacles for modeling 
reservoir petrophysical parameters. The results acquired in 

Fig. 7  Merged parts of estimated permeability for each electrofacies 
in well W4 compared with real permeability (core data obtained from 
core plugs in laboratory). Predicted permeability showed with dotted 

red line and real permeability displayed with black line. DC calcu-
lated for a SVR and b FSVR is 0.70 and 0.86, respectively
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our paper shows the applicability of EA and MRGC method 
to detect variety of strata at well locations which was so 
helpful to solve abrupt changes of permeability problem and 
use it for well locations with core missing data. Furthermore, 
modification of SVR to FSVR proved to be effective to sup-
press noise and outliers as inevitable part of geophysical 
data. Consequently, the results show estimated permeability 
using FSVR is superior to SVR algorithm. Calculated deter-
mination coefficients prove this fact by providing us with 
notably higher values for FSVR compared to SVR.

Fig. 8  Estimated permeability for one of the electrofacies belong-
ing to a reservoir zone in well W4. a SVR, b FSVR. Predicted plot 
is displayed with dotted red line and real permeability (permeability 
obtained from core plugs in the laboratory) is showed with black line. 
Calculated DC for SVR and FSVR is 0.74 and 0.83, respectively

Fig. 9  Scatter plots of predicted permeability versus real permeabil-
ity (permeability obtained from core plugs in the laboratory) for each 
electrofacies in well W4. First column shows facies with their related 
color, second and third columns are results from SVR and FSVR, 
respectively

▸
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