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Abstract 

There are overshoot and undershoot phenomenon and end swing phenomenon in the cubic spline fitting in Hil- 
bert-Huang transform. The two problems influence data quality of the empirical mode decomposition seriously. 
The cubic spline fitting has been analysed, and the causes of producing the overshoot and undershoot phenomenon 
and the end swing phenomenon have been pointed out in this paper. Two new methods of cubic spline fitting and 
sine spline fitting and the new technique of handling the end points of the original data curve can completely re- 
move the overshoot and undershoot phenomenon and the end swing phenomenon on the condition of unchanging 
original data, and have the advantages of the continuous fitting functions and its continuous one order derivative, 
the simple and convenient calculations, the small calculation amount and the easy work on it. 
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Introduction 

Hilbert-Huang transform (HHT) is a great break in processing nonlinear and non-stationary 

data and can be successfully used in many science domains. There are mainly two parts in this 
method. The first part is to decompose the original data into several intrinsic mode functions (IMF) 
with the empirical mode decomposition (EMD). IMF components are derived from the original 
data directly according to the local characteristics in the data under some rules, so that IMF are 

posteriori, adaptive, complete and almost orthogonal and can be used in the research of nonlinear 

and non-stationary data. Under the decomposition conditions, these IMFs are the intrinsic and 

imbedded oscillatory modes in the data and the wave trains approaching to harmonic wave with 

the intrawave amplitude and frequency modulations, for this reason, which have fine Hilbert 

transform property and the physical information of the data. The second part is to construct the 

energy-frequency-time distributions (Hilbert spectrum) with the Hilbert transform to IMFs, which 

can reveal the time and frequency position of  each event for the detailed research of  the process. 
(Huang et al, 1998, 1999, 2001). 

To achieve empirical mode decomposition in HHT, the cubic spline fitting are used in con- 
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structing upper and lower envelopes. This fitting is one of the most applied fitting methods. The 
cubic spline fitting is classified into three types: intrinsic boundary, natural boundary and periodi- 
cal boundary (GUAN and CHEN, 2002), and there is also the viewpoint on five types of this 
methods (LI and QI, 1979). But there are the overshoot and undershoot and the end swing prob- 
lems in the cubic spline fitting method used by Huang et  al, which may influence the results of 
EMD seriously (Huang et  al, 1998). None have researched the overshoot and undershoot problem 
up to now. Some researchers of China have discussed the end swing problem, but they have not 
explained the cause of the end swing phenomenon, and the solution methods pointed by them are 
not ideal for the end swing problem because these methods will change the original data before 
handling the original data (SHI and LUO, 2003; LUO and SHI, 2003; GAI and ZHANG, 2002). 

The causation of the overshoot and undershoot phenomenon has been analysed and one new 
convenient method of cubic spline fitting with the advantages of a small amount of calculation has 
been given out which can clean up the overshoot and undershoot phenomenon in this paper. And 
the causation of the end swing phenomenon has been analysed and a new technique has been also 
given out which can remove the end swing without any change in the original data. The combina- 
tion of the method and the technique in the empirical mode decomposition will greatly improve 
the data processing quality and establish a reliable basis for EMD. 

1 Cubic spline fitting method 

1.1 Mathematical meaning of the overshoot and undershoot 
No strict definition of the overshoot and undershoot has been given in Huang's papers. Accord- 

ing to Huang's meaning about the overshoot and undershoot and our realization in the data process- 

ing practice, we think the overshoot and undershoot phenomenon is that some of the fitted numbers 

are bigger than the bigger one or smaller than the smaller one of the couple of the two adjacent data 
points in the closed subinterval which is closed by the two data points, i.e. some of the fitted num- 
bers go up or down beyond the range of the two adjacent data points in the vertical directions. In 
order to remove the overshoot and undershoot phenomenon from the fitted curve, it is the require- 
ment that all fitted numbers are not bigger than the bigger one or smaller than the smaller one of the 
two adjacent data points in the every closed subinterval which is closed by the two data points. 
1.2 The requirement of EMD for fitting function 

According to Huang's meaning about EMD and our realization in the data processing practice, 
it is the aim of EMD to decompose the data curve into several curves of the different components 
with the narrower frequency subintervals which are not overlap each other. Each of these compo- 

nents is "purer" enough to be handling easily and to include the partial physical meaning in the 
original data set. And the data set can be directly obtained from all the components by adding all 
the components each other. 

The major local extreme value points are the ones that represent the major characters of the 
data curve. The important tools for EMD are the upper and lower envelopes and their average 
value curve, which are fitted to these major local extreme points. Thus, the disturbance of the 
overshoot and undershoot and the end swing must be removed from the fitted curves if we do not 
want to reduce the handled data quality after fitting. On the other way, the requirement of the de- 
gree of smoothing of the fitted curves can be reduced lightly. Therefore it is the requirement of the 
fitting function that the fitting function and its first-order derived function should be continuous at 
every nodal point, the first-order derived function should equal to zero at every nodal point, noth- 
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ing required for the second order derived function, and there is not the overshoot and undershoot 
phenomenon in each subinterval. 
1.3 The limitation of the existing cubic spline fitting method 

The existing cubic spline fitting method has been developing for shipping, automobile and 
aircraft industry, and it has different emphasis in different fields. It is its requirements that the fit- 
ted curve has excellent smoothing degree in the necessary interval, the overshoot and undershoot 
are not been limited, i .e. that the fitting function, its first and second order derived functions are 
continuous at every inner nodal point, and three requirements at the first and the last data points 
are the fixed, natural and periodic boundary conditions respectively (GUAN and CHEN, 2002). 
Because the fitting functions, its first and second derived functions on the left and right sides of 
every inner nodal point are respectively equal to each other at the inner nodal point (continuity 
condition), it is almost impossible that the first order derived function equals to zero at the inner 
nodal points (except the data set is given specially). The overshoot and undershoot phenomenon 
must adhere the fitted curves. But it is the necessary condition for the local extreme points of the 
fitted curves that the first order derived function equals to zero. Only the local extreme value 
points can confine the lengthening ranges of the curves at up or down directions in the neighbor- 
hood of these points. The directions of the overshoot and undershoot may be upward or downward, 
the amplitudes may be big or small, and the directions and amplitudes may be changed according 
to the variable combinations of the numerical values of the adjacent data points in the data set, and 
it is difficult to accurately estimate the influence degree of the handled data by the overshoot and 
undershoot (Figures 2, 3, 4). Therefore it is necessary to put forward new fitting conditions. 

The function building and resolving of the existing cubic spline fitting method must resolve 
the simultaneous equations with matrices; its calculation is quite complicated. The larger the 
amounts of the data sets are, the higher the orders of the matrices are, and the larger the amounts 
of calculating and compiling are. 
1.4 The cubic spline fitting method without the overshoot and undershoot 

We attempted to find a simpler cubic spline fitting method without the overshoot and under- 
shoot. There are only two extreme value points in a cubic spline fitting curve; the curve segments 
between the two extreme value points are monotone increasing (the coefficient of the three time 
term a<0) or monotone decreasing (the coefficient of the three time term a>0); and the two ex- 
treme value points are also the greatest and smallest value points of the curve segments; the curve 
segment is limited between the two extreme value points at the vertical and horizontal directions 
without the overshoot and undershoot phenomenon (Figure 1). If the fitting function had been 
built only with this segments of the cubic spline curve, we can set up a cubic spline fitting method 
without the overshoot and undershoot. 
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Figure 1 Cubic spline fitting function curve and its extreme value points 
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Suppose a segmentation p=Xo<Xl<'"<Xn=q is given in a range [p, q ], it is the necessary 
conditions of the cubic spline fitting function that the left and right limits of the fitting function 
at the inner nodal points are equal to each other and to the numbers of the inner nodal point 
given beforehand, the left and right limits of the first order derivatives are equal to each other 
and to zero at all inner nodal points; and the values of the fitting functions at the first and last 
points of the data set are equal to the numbers of the first and last data points given beforehand 
and the values of the first order derivatives are equal to zero at the first and last data points. That 
is 

and i= l ,  2, ..., n. 

[ Sl (x,+ 1 - O) = f (x m) 

Si(x~ + 0 )  = f ( x i )  

S'(xi+, - o) = o 

S[(x ,  + o)  = o 

(1) 

There are n subintervals and n cubic spline fitting equation groups in the curve interval 
with (n+l) nodal points (include the first and last data points). These nodal points bring forward 
4n conditions. Every group of 4 conditions in every subinterval can just resolve the 4 unknown 
coefficients of cubic spline fitting function Si(x) in this subinterval. The equality of the left and 
right extreme values of the fitting functions and its first order derivatives at the inner nodal 
points ensure the continuity of the fitting functions and its first order derivatives. In every sub- 
interval, Si(x) is a monotone function, its two extreme points are not only its two extreme value 
points, but also the largest and smallest points of Si(x),  so that all values of Si(x) are confined to 

the range between f ( x i - D  and f ( x i )  and the overshoot and under shoot will not appear at all. On 

the other hand, it is not necessary to resolve the simultaneous equations with the all unknown 

coefficients of n subintervals, and it is necessary to resolve the one variant and three time equa- 
tion of every subinterval simply and conveniently. 

According to the unique existence theorem of the cubic spline fitting (interpolating) func- 
tion S(x) ,  the supposition below is suitable (GUAN and CHEN, 2002, LI and QI, 1979): 

S ( x ) =  = S , ( x )  (2) 

3 2 ~S i(x) = aix  + bix + cix  + d i 

in which xi<__x~...Xi+l, i=1, 2, ..., n. 
We can obtain the equation group (3) from the conditions (1). 

[ S i ( x i ) - ~  a i x  ~ + b i x  2 ..[-cix i + d  i = f ( x i )  

S i (xi+ I ) = aixi3+l + bixi2+a + cixi+~ + d~ = f(x~+ t) 

S[ (x  i) = 3alx  2 + 2bix i + c i = 0 (3) 

S'(xi+l) = 3aixi2+l + 2bixi+ 1 + c i = 0 

The equation group (4) can be get from the equation group (3): 
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I a i = - 2  L i 

bi = 3(x ,  + x i . , ) L ,  

ci = _6xi. lxil~ " (4) 

[d~ = f ( x i )  + x~(3xi+ l - x~)L i 

f ( x i . l ) -  f ( x i )  
and L~ = (i= 1, 2, ..., n). 

(x~+, - x,)3 

Five times of plus and reduce operation, 13 times of multiply and divide operation are neces- 
sary to get 4 coefficients in every subinterval; 5n times of plus and reduce operation, 13n times of 
multiply and divide operation are necessary to get 4n coefficients in all fitted curve. 

If f(xi+l)-f(xi)=O, Si(x) is a horizontal line segment; i f f ( x i+ l ) - f ( x i )>O (i.e. a<0), Si(x) is a 

monotone increasing curve segment; i f f ( x i+l ) - f (x i )<O (i.e. a>0), Si(x) is a monotone decreasing 
curve segment. The fitted curve segment in every subinterval is a sect of a one variant and three 
time curve. 

In addition, if the equation groups (3) and (4) are exchanged for the group (5) below, the fit- 
ted curve segment in every subinterval will be a sect of a sinusoidal curve (the total fitted curve in 
all interval will be a more approximated sinusoidal curve). And there are these advantages in fit- 
ting method that the fitting function and its first order derivatives are continuous; no the overshoot 
and undershoot appear in the fitted curves; the calculating is simple and convenient; the amount of 
calculating is quite small. 

h, = ( x,__2 

Si(x)=f(x,,+ hill+ s in(--  
k 2 -1  2 

and k2 is the difference between the position numbers of the latter and the former extreme value 

points of every subinterval in the entire fitted interval, k= 1, 2, -.., k2. 
1.5 Calculated example 

12 couples of data given, calculated results are listed in Tabal 1, and the fitted curve is in 
Figure 2. From Figure 2, 5 characteristics can be evidently seen, i.e. ® the first and last data points 
and the inner nodal points are the data points; ® the first and last data points and the inner nodal 
points are also the zero points of the first order derivative, and may be the local extreme value 
points; ® The curve segment in every subinterval is monotone; @ every curve segment is limited 
between its two extreme points and there is not the overshoot and undershoot in every subinterval; 
® the method do not increase any new extreme value points in all fitted curve. 

The envelope curves formed with the fitted curve can satisfy the necessity of EMD because 
of the five characteristics. The estimation of error bound is not given in this paper because of no 
analytic expressions of the original data sets. It is very easy to prove the monotonicity and limita- 
tion of the fitted function in every subinterval, so the demonstration is omitted. 

The comparison between two fitting methods is diagramed in Figure 2 (with the same data 
set in Tablel). It is very obvious that the new method do not make any overshoot and undershoot 
in the fitted curve at all, while the existent method brings some serious phenomena of the over- 
shoot and undershoot to the fitted curve. The overshoot and undershoot in different subintervals 
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Table 1 Data, calculated interspace and result numbers  o f  the example 

i xi f i  f i+ l - f  (xi. l-xi) 3 Li Xi+l+Xi X 2 (3Xi+l--Xi)  ai bi ci di i 

1 -3 0 -2 8 -0.25 -4 0 0.50 3.00 4.5 0.00 
2 -1 -2 2 8 0.25 0 4 -0.50 0.00 1.5 -1.00 

3 1 0 -6 8 -0.75 4 8 1.50 -9.00 13.5 -6.00 
4 3 -6 9 1 9.00 7 81 -18.0 189 -648 723 

5 4 3 -2 1 -2.00 9 176 4,0 -54.0 240 -349 
6 5 1 -3 27 -0.11 13 475 0.22 -4.33 26.67 -51.8 
7 8 -2 3 8 0.38 18 1 408 -0.75 20.3 -180 526 
8 10 1 2 1 2.00 21 2 300 -4.00 126 -1 320 4 601 
9 11 3 0 64 0.00 26 4 114 0.00 0.00 0.00 3.00 
10 15 3 2 1 2.00 31 7 425 -4.00 186 -2 880 14 853 
11 16 5 -3 64 -0.05 36 11 264 0.09 -5.06 90.0 -523 
12 20 2 
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Figure 2 Compar ison of  the data points and the Figure 3 

fitted curve 
The solid line and dashed line are the fitted 
curves by the new and existing methods sepa- 
rately, the former do not has and the latter has 
the overshoot and undershoot 

End swing phenomenon  of  the fitted 

curve 
The solid line and dashed line are the fitted 
curves by the new and existing methods sepa- 
rately, two methods bring the end swings to the 
fitted curves 

are almost different each from others; the directions and amplitudes are protean according to 
variations of the ratios of the differences of the vertical and horizontal coordinates of these con- 
tiguous data points; and the changes are very sensitive to every tittle of the variety of the original 
data. So it is difficult to estimate how much of the influence by the overshoot and undershoot in 
the handled data. 

2 The end swing problem of the fitted curve 

2.1 The end swing phenomenon 
In Hilbert-Huang transform, the upper and lower envelope curves are constructed with the 

maximal value points and the minimal value points separately by the cubic spline fitting method. 
When the first segment from the first data point to the first maximal or minimal value point is 
been handling, there is no suitable fitting function to be utilized as a necessary tool. Only the seg- 
ment of every fitting curve corresponding to the suitable subinterval accords with the fitting con- 
ditions, this fitted curve segment will continue to stretch beyond the suitable subinterval and to 
form two end swings at the left and right directions outside the suitable subinterval (Figure 1 and 
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Figure 3).If the upper or lower envelope curves never-ending stretch forward the beginning part 
and the last part of the data curve to obtain the complete fitted curve, the end swings must appear 
at two end-parts of the fitted curve. Both the new and the existing cubic spline fitting methods will 
form the end swing phenomenon in the fitted curves that will seriously depress the handled data 
quality as it has been exhibited in Figure 2 and Figure 3. 
2.2 The appearances of the end swing phenomenon 

The appearances of the end swing phenomenon have many forms (Figure 3 and Figure 4): the 
direction change of the beginning part of the fitted curve is determined by the difference cr be- 
tween the vertical coordinates of the first and the second extreme value points: if o'<0, the swing is 
up (Figure 4a and 4b); if o'>0, the swing is down (Figure 4c); if a=0, the swing is a horizontal line 
(Figure 4d); and the changing speed of the swing up or down is relative to the absolute values of 
the ratio of the differences of the vertical and the horizontal coordinates of the first and second 
extreme value points (Figure 4a and 4b). The swing phenomenon at the last part of the data curve 
is similar to the one at the beginning part. The appearances of the end swings depend on the local 
and specific data numbers at the beginning and last parts of the data set. Therefore the pictures 
produced by the end swings of different data sets are almost different, as the pictures of the over- 
shoot and undershoot of the fitted curves depend on the specific structure of the data sets. 

It is necessary to notice that the different fitting methods will make out the different pictures 
of the end swing. The variety regularity of the end swing is very obvious with the new fitting 
method without the overshoot and undershoot, as exhibited in Figure 4. There are more complex 
cases with the fitting methods bringing the overshoot and undershoot. 
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Figure 4 Changes of the end swings 
The small circles are the nodal points, the solid curves are the fitted curves, the left dashed lines are the 
end swing lines. The direction of  the end swing (up or down) depends on the difference of  the vertical co- 
ordinates of the first and the second nodal points, the change speed of the end swing moving up or down 
correlates with the ratio of the differences of the vertical and horizontal coordinates of the first and the 
second nodal points 

2.3 The resolution of the end swing problem 
According to Figure 3 and Figure 4, it is the common characteristic of the end swing there is 

no a tip nodal point to control the end swing at the beginning tip of the data curve. Some methods 
have been brought forward to eliminate the end swing (GAI and ZHANG, 2002; SHI and LUO, 
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2003). Although the kind of methods has various forms, it is the pivotal part to supply the tip 
nodal point at the beginning tip of the data curve. To reduce the man-made interference in calcu- 
late process and improve quality of the handled result as possible, we recognize it is the precondi- 
tion not to change the original data for eliminating the end swing phenomenon. Therefore the best 
technique is to make the first point of the data set as the first nodal point at the beginning tip, i .e. 

the zeroth maximal and the zeroth minimal points at the same time; and the last point of the data 
set is made as the zeroth maximal and the zeroth minimal points in reversed order at the same time. 
In other words, it is to separately increase a fitted curve segment and a fitting function in the be- 

ginning and the last subintervals of the data set at the same time. So that the end swing phenome- 
non will be eliminated from the fitted curves entirely and the upper and lower envelopes will con- 
nect with each other forming a closed curve loop. The technique will not bring any baneful influ- 
ence on the upper and lower envelopes and their average value curve at all. The difference curve 
between the data curve and the average value curve fluctuates round the horizontal coordinate axis 
up and down, both the first and the last points of the difference curve are equal to zero at the hori- 
zontal coordinate axis. The numbers of the data points of the data curve, the envelope curves, the 
average value curve and the difference curve are all same, so that it is convenient to calculate these 
curves. 

The effect of the technique is illustrated with two examples below. The data set in Figure 5 is 
one part of a earthquake record, the data set in Figure 6 is a composite imitation signal of a 10 Hz 

sine signal and a linear frequency modulation signal sin[2rct(10+10t)]. It is obvious that the effects 

are very good in two examples. 
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Figure 5 The fitting technique without the end Figure 6 
swing (earthquake data) 
Thin solid line is the data line, dashed line is the 
upper and lower envelope lines, dotted line is the 
average value line of the envelopes; thick solid 
line is the difference line between the data line 
and the average value line 

The fitting technique without the end 
swing (imitation signal) 
Upper: solid line is the data line, dashed line is 
the upper and lower envelope lines, dotted line is 
the average value line of the envelopes; Lower: 
solid line is the difference line between the data 
line and the average value line 

Although the advantages above are obvious, the technique has the shortages of compelling 
the first and the last data points to be the extreme value points and possibly changing the conver- 
gent tendency of the beginning and the last part of the fitted curve. The technique can not elimi- 
nate the end effect in processing. 
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3 Conclusions 

The Hilbert-Huang transform is a important development in the domain of digital signal re- 
cently. The new method of cubic spline fitting in this paper is named "the zero point method of 
first order derivate". It is the advantages of the new method that the fitting function and its first 
order derivate function are continuous, that the overshoot and undershoot have been eliminated 
from the fitted curves, that the calculation is simple and convenient; that the amount of calculate is 

small. The handling technique eliminating the end swing from the fitted curves is called "the des- 
ignative method of extreme endpoints", and it has the advantages that the technique do not change 
the original data; that the original data curve, the envelope curves, the average value curve and the 
difference curve have a same number of the data points; and that the calculation is simple and 
convenient. The combination of the methods and the technique can provide a reliable technical 
tool to decompose the original data into some of intrinsic mode functions (IMF) successfully in 
Hilbert-Huang transform. 
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