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Abstract In this paper we consider the following elliptic system in R
3

{−�u + u + λK (x)φu = a(x)|u|p−1u x ∈ R
3

−�φ = K (x)u2 x ∈ R
3

where λ is a real parameter, p ∈ (1, 5) if λ < 0 while p ∈ (3, 5) if λ > 0 and
K (x), a(x) are non-negative real functions defined on R

3. Assuming that
lim|x |→+∞ K (x) = K∞ > 0 and lim|x |→+∞ a(x) = a∞ > 0 and satisfying suit-
able assumptions, but not requiring any symmetry property on them, we prove the
existence of positive ground states, namely the existence of positive solutions with
minimal energy.

Keywords Non-autonomous Schrödinger–Poisson system ·
Lack of compactness · Variational methods

Mathematics Subject Classification (2000) 35J05 · 35J10 · 35J50 · 35J60

1 Introduction and main results

The basis of the mathematical formalism of Quantum Mechanics lies in the fact that
any state of a particle in the 3-dimensional space can be described, at a given moment,
by a definite (in general complex) function ψ of the coordinates x : |ψ |2dx is the
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264 G. Vaira

probability that the coordinates of the particle associated to ψ will find their values in
the element dx . The function ψ is called the wave function of the system. The sum of
the probability of all possible values of the coordinates must, by definition, be equal
to unity:

∫

R3

|ψ |2 dx = 1.

This equation is what is called the normalization equation for the wave function. The
central problem of the theory is to know the wave equation, i.e. the equation of prop-
agation of the wave ψ . For example the behavior of a single particle of mass m > 0
can be described by the linear Schrödinger equation:

ı h̄
∂ψ

∂t
= − h̄2

2m
�ψ + Q(x)ψ, x ∈ R

3, t ∈ R (1.1)

where h̄ is the Planck constant and Q : R3 → R is the time independent potential of
the particle at the position x ∈ R

3.
Differently, in the presence of many particles one can try to simulates the effects of

the mutual interactions by introducing a nonlinear term. Then one is led to a nonlinear
equation of the form

ı h̄
∂ψ

∂t
= − h̄2

2m
�ψ + Q(x)ψ − |ψ |p−1ψ, x ∈ R

3, t ∈ R. (1.2)

with p > 1. Let us suppose that the particle moves in its own gravitational field where
the field is generated by the particles probability density via classical Newtons field
equation. Then the potential Q is given (up to constants) by

Q(x) = −
∫

R3

1

|x − y| |ψ |
2 dy,

namely Q is the solution of the Poisson equation

�Q = |ψ |2.

If we look for standing waves, namely waves of the form

ψ(x, t) = u(x)eiωt , ω > 0, x ∈ R
3, t ∈ R, (1.3)

then the system that we are deal with is given by

{
− h̄2

2m�u + ωh̄u − Qu = |u|p−1u, x ∈ R
3

−�Q = u2. x ∈ R
3 (1.4)
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Ground states for Schrödinger–Poisson type systems 265

If, instead, in (1.2) we suppose that ψ is a charged wave, in order to find standing
waves of the form (1.3) in equilibrium with a purely electrostatic field, the system that
we deal with (see f.i. [4,5]) is given by

{
− h̄2

2m�u + V (x)u + φu = |u|p−1u x ∈ R
3

−�φ = u2 x ∈ R
3 (1.5)

where V (x) := Q(x)+ h̄ω.
Jointing systems (1.4) and (1.5) we are concerned with the existence of positive

solutions for the following generalized nonlinear system in R
3

{−�u + u + λK (x)φu = a(x)|u|p−1u x ∈ R
3

−�φ = K (x)u2 x ∈ R
3 (Pλ)

where λ is a real parameter. We remark that if λ < 0, respectively, λ > 0, we obtain a
generalization of system (1.4), resp. a generalization of system (1.5). The case λ = 0
is not an interesting one and then we do not consider it.

Similar problems have been widely investigated, but many researches mainly con-
cern either the autonomous case or, in the non autonomous case, the search of the
so-called semi-classical states. We refer the reader interested in a detailed bibliogra-
phy to the survey paper [1].

All these works deal with systems like (Pλ) with the nonlinearity f (s) = s p with
p subcritical. Recently, in [2] the author considers the case of a nonlinearity which
satisfies the general hypotheses introduced by Berestycki and Lions and, by using
concentration and compactness argument he proves the existence of a non trivial non-
radial solution for (Pλ) with λ > 0 and K = a ≡ 1.

Instead, in [9] the author considers (Pλ) with λ > 0 and K = a ≡ 1 but in a
bounded domain� of R

3 and he proves that if p is near the critical Sobolev exponent
the number of positive solutions is greater than the Lusternik-Schnirelmann category
of �.

As we will see later (Sect. 2), the second equation of (Pλ) has a unique positive
solution φu ∈ D1,2(R3).

Hence the system (Pλ) can be easily transformed into a single equation. Indeed,
substituting φu into the first equation of (Pλ)we have to study the equivalent problem

−�u + u + λK (x)φuu = a(x)|u|p−1u. (P′λ)

The problem (P ′λ) is variational in nature, that is its solutions are the critical points of
the C2 functional Iλ : H1(R3)→ R defined as follows

Iλ(u) = 1

2

∫

R3

(
|∇u|2 + u2

)
dx + λ

4

∫

R3

K (x)φuu2 dx − 1

p + 1

∫

R3

a(x)|u|p+1 dx .

(1.6)
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266 G. Vaira

In the sequel we always assume that a(x) and K (x) verify, respectively

(a1) lim|x |→+∞ a(x) = a∞ > 0, α(x) := a(x)− a∞ ∈ L
6

5−p (R3);

A := inf
R3

a(x) > 0;
(K1) lim|x |→+∞ K (x) = K∞ > 0, η(x) := K (x)− K∞ ∈ L2(R3);

K := inf
R3

K (x) > 0.

In [7] the authors consider the case in which K∞ ≡ 0 and ground and bound states
for the problem (P ′λ) with λ > 0 has been found.

Since any symmetry assumption on K (x) and a(x) is done, one has to face various
difficulties. Here we have to distinguish the different cases that can arise.

If λ > 0 then the competing effect of the nonlocal term with the nonlinear term
gives rise to very different situations as p varies in the interval (1, 5).

If λ < 0 the nonlocal term and the nonlinear term have both an attractive effect,
then no problems with the various p ∈ (1, 5) appear.

In our research we get p ∈ (3, 5) if λ > 0 while p ∈ (1, 5) if λ < 0.
However, in any case, the lack of compactness of the embedding of H1(R3) in

Lq(R3), q ∈ (2, 6), prevents from using the variational techniques at least in a stan-
dard way. Hence a basic step in the study of (P ′λ) is a careful investigation of the
behavior of the Palais-Smale sequences for the functional Iλ.

In [7], since K∞ ≡ 0, it is proved that the only obstacle to the compactness are the
solutions of the problem at infinity−�u+u = a∞|u|p−1u, which has a unique radial
positive ground state with an exponential decay to zero at infinity. These facts permit
to deduce not only that the compactness condition is recovered below a certain thresh-
old, but also that, above the first level in which the Palais-Smale condition fails, some
other energy interval exists where the compactness hold. For (Pλ) the corresponding
problem at infinity turns out to be the system

{−�u + u + λK∞φu = a∞|u|p−1u x ∈ R
3

−�φ = K∞u2. x ∈ R
3 (P∞λ )

Again, in Sect. 5, we study the behavior of the Palais-Smale sequences and we prove
that the “bad” levels for the compactness can be located by the energy of the solutions
of (P∞λ ), but in striking contrast with the scalar case, very few is known on the ground
states of (P∞λ ). This might depend on the fact that the study of (P∞λ ) requires some
work far from trivial.

In the present paper we deal with the existence of positive ground states for (Pλ),
with λ ∈ R

3\{0}.
In Sect. 4, we prove that if λ < 0, then there exists a positive, radial ground state

of (P∞λ ), while if λ > 0, we prove the existence of a positive ground state solution
for (P∞λ ) but nothing is known about its radial symmetry.
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Ground states for Schrödinger–Poisson type systems 267

In order to find critical levels of Iλ, we need to look into the geometry of the func-
tional. The study is carried out considering Iλ constrained on its Nehari manifold Nλ,
where Iλ turns out to be bounded from below. The analysis of Iλ on Nλ highlights the
different features of (Pλ) according to the sign of η(x) and of α(x). Actually, let be
λ < 0. As we shall see in Sect. 6.1, if we assume either

(H1) K (x) ≥ K∞; a(x) ≥ a∞ for all x ∈ R
3 and a(x) − a∞ > 0 on a positive

measure set;

or

(H2) K (x) ≤ K∞; a(x) ≥ a∞ for all x ∈ R
3 and a(x) − a∞ > 0 on a positive

measure set;

or

(H3) K (x) ≥ K∞; a(x) ≤ a∞ for all x ∈ R
3 and K (x) − K∞ > 0 on a positive

measure set;

then the problem can be faced by a minimization argument obtaining sufficient con-
ditions to have a ground state solution (see Theorems 6.1, 6.2, 6.3).

Instead, if λ > 0, we will prove, in Sect. 6.2, that under the assumptions (H1) or
(H2) or

(H4) K (x) ≤ K∞; a(x) ≤ a∞ for all x ∈ R
3 and a∞ − a(x) > 0 on a positive

measure set;

the problem (Pλ) admits a ground state solution (see Theorems 6.4, 6.5, 6.6).

2 Notations and preliminaries

Hereafter we use the following notation:

– H1(R3) is the usual Sobolev space endowed with the standard scalar product and
norm

(u, v) =
∫

R3

[∇u∇v + uv]dx; ‖u‖2 =
∫

R3

[
|∇u|2 + u2

]
dx .

– D1,2(R3) is the completion of C∞0 (R3) with respect to the norm

‖u‖2D1,2 =
∫

R3

|∇u|2dx .

– H−1 denotes the dual space of H1(R3).
– Lq(�), 1 ≤ q ≤ +∞,� ⊆ R

3, denotes a Lebesgue space, the norm in Lq is
denoted by |u|q,� when � is a proper subset of R

3, by | · |p when � = R
3.
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268 G. Vaira

– For any ρ > 0 and for any z ∈ R
3, Bρ(z) denotes the ball of radius ρ centered at

z.
– C,C ′,Ci are various positive constants.
– Sq is the best Sobolev constant for the embedding of H1(R3) in Lq(R3), q ∈ (2, 6),

that is

Sq = inf
u∈H1(R3)\{0}

‖u‖
|u|q .

– S̄ is the best Sobolev constant for the embedding of D1,2(R3) in L6(R3), that is

S̄ = inf
u∈D1,2(R3)\{0}

‖u‖D1,2

|u|6 .

It is easy to see that (Pλ) can be reduced into a single equation with a nonlocal term.
Actually, considering for all u ∈ H1(R3) the linear functional Lu defined in D1,2(R3)

by

Lu(v) =
∫

R3

K (x)u2v dx,

the Hölder inequality and the Sobolev inequality imply

|Lu(v)| =

∣∣∣∣∣∣∣
∫

R3

(K (x)− K∞)u2v dx +
∫

R3

K∞u2v dx

∣∣∣∣∣∣∣
≤
∫

R3

|η(x)|u2|v| dx +
∫

R3

K∞u2|v| dx

≤ |v|6

⎛
⎜⎝
∫

R3

|η(x)|6/5u12/5 dx

⎞
⎟⎠

5/6

+ K∞|v|6|u2|6/5

≤ S̄−1
[

S−2
6 |η|2 + K∞S−2

12/5

]
‖u‖2‖v‖D1,2 . (2.1)

Hence, by the Lax-Milgram theorem, there exists a unique φu ∈ D1,2(R3) such that

∫

R3

∇φu∇vdx =
∫

R3

K (x)u2vdx ∀ v ∈ D1,2(R3) (2.2)
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Ground states for Schrödinger–Poisson type systems 269

that is φu is a weak solution of −�φu = K (x)u2. Moreover, since K is positive,
φu > 0 when u 
= 0 and the following representation formula holds

φu(x) =
∫

R3

K (y)

|x − y|u
2(y)dy = 1

|x | ∗ K u2. (2.3)

By using (2.1) and Sobolev inequality we obtain

‖φu‖D1,2 = ‖Lu‖L(D1,2,R) ≤ M1 · ‖u‖2; (2.4)

where

M1 := S̄−1
[

S−2
6 |η|2 + K∞S−2

12/5

]
.

By using again Hölder and Sobolev inequalities, we find

∫

R3

K (x)φuu2 dx =
∫

R3

η(x)φuu2 dx +
∫

R3

K∞φuu2 dx

≤ |φu |6
(
|ηu2|6/5 + K∞|u|212/5

)

≤ M2
1‖u‖4. (2.5)

In the same way one can prove the existence of a unique positive φ̃u ∈ D1,2(R3) and
the existence of a unique positive φ̄u ∈ D1,2(R3) which are, respectively, solutions of

(a) −�φ̃u = K∞u2; (b) −�φ̄u = η(x)u2. (2.6)

Reasoning as before we find

(a) ‖φ̃u‖D1,2 ≤ M2‖u‖2; (b) ‖φ̄u‖D1,2 ≤ M3‖u‖2 (2.7)

with M2 := K∞ S̄−1 · S−2
12/5 and M3 := S̄−1 · S−2

6 |η|2.
Furthermore

∫

R3

K∞φ̃uu2 dx ≤ M2
2‖u‖4 (2.8)

and

∫

R3

η(x)φ̄uu2 dx ≤ M2
3‖u‖4. (2.9)
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270 G. Vaira

Let us now define the operators

�, �̄, �̃ : H1(R3) −→ D1,2(R3)

as

�[u] = φu, �̄[u] = φ̄u, �̃[u] = φ̃u .

In the following lemma we summarize some properties of�, �̄, �̃ useful to study our
problem.

Lemma 2.1 (1) �, �̄, �̃ are continuous;
(2) �, �̄, �̃ map bounded sets into bounded sets;
(3) If un ⇀ u in H1(R3) then

(i) �[un]⇀ �[u] in D1,2(R3);
(ii) �̄[un]⇀ �̄[u] in D1,2(R3);

(iii) �̃[un]⇀ �̃[u] in D1,2(R3);
(4) �[tu] = t2�[u], �̄[tu] = t2�̄[u] and �̃[tu] = t2�̃[u] for all t ∈ R.

Proof (1) The continuity can be proved in the same way as done in Lemma 2.1-(1)
of [7].

(2) It is a straight consequence of (2.4), (2.7)-(a) and of (2.7)-(b).
(3) Let (un)n ⊂ H1(R3) be such that un ⇀ u in H1(R3). Then un is bounded in

H1(R3) and in L6(R3) and, by the previous point, �[un], �̄[un] and �̃[un] are
bounded too. Therefore, up to a subsequence,
(a) �̄[un]⇀ φ̄ in D1,2(R3);
(b) �̃[un]⇀ φ̃ in D1,2(R3).
(c) �[un]⇀ φ in D1,2(R3);
Claim 1: φ̄ ≡ �̄[u].
By (a), for any v ∈ D1,2(R3), we get

(�̄[un], v)D1,2 → (φ̄, v)D1,2 . (2.10)

Let us prove that, for all v ∈ D1,2(R3), as n→+∞
(
�̄[un], v

)
D1,2 =

∫

R3

η(x)u2
nv dx →

∫

R3

η(x)u2v dx = (�̄[u], v)D1,2

(2.11)

This relation with (2.10) and the uniqueness of the solution of −�φ = η(x)u2

will imply the claim.
Being η ∈ L2(R3), to any ε > 0, there corresponds ρ ≡ ρ(ε) > 0 such that

|η|2,R3\Bρ(0) < ε.
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Ground states for Schrödinger–Poisson type systems 271

Then, by using the boundedness of the sequence (un)n , we deduce

∫

R3\Bρ(0)
η(x)v

(
u2

n − u2
)

dx ≤ C(v)ε, n ∈ N. (2.12)

On the other hand ηv ∈ L3/2(R3). Moreover, easily follows that zn := u2
n − u2

is bounded in L3(Bρ(0)) and so (see [12]) zn ⇀ 0 in L3(Bρ(0)). Hence, for any
ε > 0, we have

∣∣∣∣∣∣∣
∫

Bρ(0)

η(x)vzn dx

∣∣∣∣∣∣∣
≤ Ĉ(v)ε (2.13)

for large n. Then (2.12) and (2.13) and the arbitrary choice of ε give (2.11).
Claim 2: φ̃ ≡ �̃[u].

Actually, let be ρ ∈ C∞0 (R3) and let � = suppρ. The case of a general
v ∈ D1,2(R3) follows by a density argument.

(c) implies

∫

R3

∇φ̃∇ρ dx ←
∫

R3

∇�̃[un]∇ρ dx =
∫

R3

K∞u2
nρ dx

=
∫

R3\�
K∞u2

nρ dx +
∫
�

K∞u2
nρ dx =

∫
�

K∞u2
nρ dx

Now since un → u in L2
loc(R

3) then

∫
�

K∞u2
nρ dx →

∫
�

K∞u2ρ dx =
∫

R3

K∞u2ρ dx .

Hence by the uniqueness of the solution of −�φ̃ = K∞u2 the claim follows.
Claim 3: φ ≡ �[u].

Indeed, for all v ∈ D1,2(R3), collecting the previous results we find

(φ, v)D1,2 ←
∫

R3

∇�[un]∇v dx =
∫

R3

K (x)u2
nv dx =

∫

R3

η(x)u2
nv dx

+
∫

R3

K∞u2
nv dx = (�̄[un], v)D1,2 + (�̃[un], v)D1,2

→ (�̄[u], v)D1,2 + (�̃[u], v)D1,2

=
∫

R3

η(x)u2v dx +
∫

R3

K∞u2v dx = (�[u], v)D1,2 .
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272 G. Vaira

Then, by the uniqueness of the solution, the claim follows.
(4) A direct computation gives the assertion. ��

In the following lemma we establish a characterization of the weak convergence
for the Poisson term that is useful in the sequel. The proof can be made in a similar
way as in [8].

Lemma 2.2 Let us define the operator

T̄ :
[

H1(R3)
]4 → R

such that for all (u, v, w, z) ∈ [H1(R3)
]4:

T̄ (u, v, w, z) =
∫

R3

∫

R3

η(x)η(y)

|x − y| u(x)v(x)w(y)z(y) dx dy.

Then for all (un)n, (vn)n, (wn)n ⊂ H1(R3) such that un ⇀ u in H1(R3), vn ⇀ v in
H1(R3), wn ⇀ w in H1(R3) and for all z ∈ H1(R3) we have

T̄ (un, vn, wn, z)→ T̄ (u, v, w, z).

Remark 1 Lemma 2.2 can be proved also for the maps

T̃ , T :
[

H1(R3)
]4 → R

such that for all (u, v, w, z) ∈ [H1(R3)
]4

T̃ (u, v, w, z) =
∫

R3

∫

R3

K∞K∞
|x − y| u(x)v(x)w(y)z(y) dx dy

and

T (u, v, w, z) =
∫

R3

∫

R3

η(x)K∞
|x − y| u(x)v(x)w(y)z(y) dx dy.

3 Variational setting

In this section we describe the variational framework for the study of the critical points
of the functional Iλ define in (1.6).
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Ground states for Schrödinger–Poisson type systems 273

It is convenient to consider Iλ restricted to a natural constraint, the Nehari manifold,
that contains all the critical points of Iλ and on which Iλ turns out to be bounded from
below. We set

Nλ :=
{

u ∈ H1(R3)\{0} : Gλ(u) = 0
}

where

Gλ(u) = I ′λ(u)[u] = ‖u‖2 + λ
∫

R3

K (x)φuu2dx −
∫

R3

a(x)|u|p+1dx .

We remark that there holds

Iλ|Nλ
(u) =

(
1

2
− 1

p + 1

)
‖u‖2 + λ

(
1

4
− 1

p + 1

)∫

R3

K (x)φu(x)u
2 dx (3.1)

= 1

4
‖u‖2 +

(
1

4
− 1

p + 1

)∫

R3

a(x)|u|p+1 dx (3.2)

=
(

1

2
− 1

p + 1

)∫

R3

a(x)|u|p+1 dx − λ
4

∫

R3

K (x)φuu2 dx (3.3)

Next lemma contains the statement of the main properties of Nλ. The proof can be
made in a similar way as in [7].

Lemma 3.1 (1) Nλ is a C1 regular manifold diffeomorphic to the sphere of H 1(R3);
(2) Iλ is bounded from below on Nλ by a positive constant;
(3) u is a free critical point of Iλ if and only if u is a critical point of Iλ constrained

on Nλ.

We set

mλ := inf {Iλ(u) : u ∈ Nλ} .

By (2) of Lemma 3.1 it turns out that mλ is a positive number.
From (1) of Lemma 3.1 it follows that to any u ∈ H1(R3) there corresponds a

(unique) t (u) > 0, called the projection of u on Nλ, such that

Iλ(t (u)u) = max
t≥0

Iλ(tu). (3.4)
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274 G. Vaira

4 The problem at infinity

Since K (x)
|x |→∞−−−−→ K∞ and a(x)

|x |→∞−−−−→ a∞, it can be possible to prove that the
problem at infinity related to (P ′λ) turns out to be the following problem

−�u + u + λK∞φ̃uu = a∞|u|p−1u. (P′∞λ )

The solutions of (P ′∞λ ) are the critical points of the functional Jλ ∈ C2(H1(R3),R)

defined as

Jλ(u) = 1

2
‖u‖2 + λ

4

∫

R3

K∞φ̃uu2 dx − 1

p + 1

∫

R3

a∞|u|p+1 dx .

Let

Mλ :=
{

u ∈ H1(R3)\{0} : Hλ(u) = 0
}
,

where

Hλ(u) = J ′λ(u)[u] = ‖u‖2 + λ
∫

R3

K∞φ̃uu2dx −
∫

R3

a∞|u|p+1 dx,

the Nehari manifold related to Jλ and set

cλ := inf {Jλ(u) : u ∈Mλ} .

It is easy to prove that (1)-(2)-(3) of Lemma 3.1 hold for Mλ. Hence cλ is a positive
number.

Moreover to any u ∈ H1(R3) there corresponds a (unique) ξ(u) > 0 called the
projection of u on Mλ such that

Jλ(ξ(u)u) = max
ξ≥0

Jλ(ξu). (4.1)

In the sequel we find a positive ground state for the problem (P ′∞λ ).

4.1 The case λ < 0

Without loss of generality, let us assume λ = −1 and let J̄ := J−1,M̄ :=M−1 and
c̄ := c−1. The aim of this section is to find a positive ground state solution for the
problem

−�u + u − K∞φ̃uu = a∞|u|p−1u, u ∈ H1(R3), ((SN)∞)

A first remark is in order.
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Ground states for Schrödinger–Poisson type systems 275

Remark 2 Let φ be the weak solution in R
3 of the Poisson equation

−�φ = f.

We denote by f ∗ the spherically symmetric rearrangement of f , that is the function
whose level sets {x ∈ R

3 : f ∗(x) > t} = {x ∈ R
3 : [ f (x)] > t}∗, and by v the

weak solution of the problem

−�v = f ∗.

Then by Theorem 1 of [10] it follows that

∫

R3

|∇v|q dx ≥
∫

R3

|∇φ|q dx (4.1.1)

for all 0 < q ≤ 2.
Let now be φ = φ̃u and f = K∞u2. By (4.1.1) with q = 2 it follows that

‖φ̃u‖2D1,2 ≤ ‖φ̃u∗‖2D1,2 .

Hence, since φ̃u solves (2.6)-(a) and φ̃u∗ solves −�φ̃u∗ = K∞(u∗)2, we find

∫

R3

K∞φ̃uu2 dx = ‖φ̃u‖2D1,2 ≤ ‖φ̃u∗‖2D1,2 =
∫

R3

K∞φ̃u∗(u
∗)2 dx . (4.1.2)

Proposition 4.1 The problem (SN)∞ has a positive radial ground state w̄ ∈ M̄ such
that J̄ (w̄) = c̄.

Proof Let (un)n, un ∈ M̄ be such that J̄ (un)→ c̄. Let tn > 0 such that tn|un| ∈ M̄.
Then

∫

R3

K∞φ̃un u2
n dx +

∫

R3

a∞|un|p+1 dx = ‖un‖2

= t2
n

∫

R3

K∞φ̃un u2
n dx + t p−1

n

∫

R3

a∞|un|p+1 dx .

Hence

(1− t2
n )

∫

R3

K∞φ̃un u2
n dx +

(
1− t p−1

n

) ∫

R3

a∞|un|p+1 dx = 0. (4.1.3)

The equality (4.1.3) implies tn = 1, n ∈ N. Therefore, we can assume un ≥ 0.
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We denote by u∗n the Schwartz symmetric function associated to un and let t∗n > 0
be such that t∗n u∗n ∈ M̄. It is well known that ‖u∗n‖2 ≤ ‖un‖2 and |u∗n|p+1 = |un|p+1.
Since t∗n u∗n ∈ M̄ and un ∈ M̄ then it follows that, by using also (4.1.2),

0 = (t∗n )2 ‖u∗n‖2 − (t∗n )4
∫

R3

K∞φ̃u∗n (u
∗
n)

2 dx − (t∗n )p+1
∫

R3

a∞|u∗n|p+1 dx

≤ (t∗n )2 ‖un‖2 − (t∗n )4
∫

R3

K∞φ̃un u2
n dx − (t∗n )p+1

∫

R3

a∞|un|p+1 dx

= (t∗n )2
⎛
⎜⎝
∫

R3

K∞φ̃un u2
n dx +

∫

R3

a∞|un|p+1 dx

⎞
⎟⎠

− (t∗n )4
∫

R3

K∞φ̃un u2
n dx − (t∗n )p+1

∫

R3

a∞|un|p+1 dx

that is

(
1− (t∗n )2

) ∫

R3

K∞φ̃un u2
n dx +

(
1− (t∗n )p−1

) ∫

R3

a∞|un|p+1 dx ≥ 0

and this implies t∗n ≤ 1. Hence J̄ (u∗n) ≤ J̄ (un). Therefore we can also suppose that
un is radial. Since H1

r is compactly embedded into L p+1(R3), from standard argu-
ments it follows that c̄ is achieved at some w̄ ∈ M̄ which is non-negative and radial.
Since w̄ ∈ M̄ then w̄ 
= 0. By continuity and by the uniqueness of the limit we obtain
also J̄ (w̄) = c̄, completing the proof. ��

4.2 The case λ > 0

Without loss of generality we can assume λ = 1. Our aim is to find a positive ground
state solution of the problem

−�u + u + K∞φ̃uu = a∞|u|p−1u. ((SP)∞)

However a minimization argument on the Nehari manifold M1 is more complicated
than the case in which λ < 0. This is due to the fact that, by Remark 2, it is easy to see
that we cannot deduce the existence of a ground state solution for the problem (SP)∞
simply passing to a radial minimizing sequence.

Then we have to analyze the compactness situation for the limiting problem (SP)∞.

Lemma 4.1 Let (un)n be a bounded Palais-Smale sequence of J1, namely

(a) J1(un) is bounded;

(b) ∇J1(un)→ 0 strongly in H1(R3).

(4.2.1)
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Then replacing (un)n, if necessary, with a subsequence, there exist a solution ū of
(SP)∞, a number k ∈ N ∪ {0}, k functions u1, . . . , uk of H1(R3) and k sequences of
points (y j

n ), y j
n ∈ R

3, 0 ≤ j ≤ k such that

(i) |y j
n | → +∞, |y j

n − yi
n| → +∞ if i 
= j, n→+∞;

(ii) un −∑k
j=1 u j (· − y j

n ) −→ ū, in H1(R3);
(iii) J1(un)→ J1(ū)+∑k

j=1 J1(u j );
(iv) u j are non trivial weak solutions of (SP)∞.

(4.2.2)

Proof Let (un)n be a bounded Palais-Smale sequence. Then there exists ū such that,
up to a subsequence,

un ⇀ ū in H1(R3) and in L p+1(R3)

un(x)→ ū(x) a.e. on R
3.

Furthermore, taking into account (3)-(iii) of Lemma 2.1, we deduce that∇J1(ū) = 0,
that is ū is a weak solution (SP)∞. Let us define zn,1 := un− ū. Then zn,1 goes weakly
to zero in H1(R3) but not strongly.

A direct computation shows that

‖un‖2 = ‖zn,1‖2 + ‖ū‖2 + o(1). (4.2.3)

Moreover, according to the Brezis-Lieb Lemma [6] we deduce

|un|p+1
p+1 = |ū|p+1

p+1 + |zn,1|p+1
p+1 + o(1). (4.2.4)

Now, by using Lemma 2.2 for T̃ (see also Remark 1) we find

∫

R3

K∞φ̃un u2
n dx = T̃ (un, un, un, un)

= T̃ (un, un, un, zn,1)+ T̃ (un, un, un, ū)

= T̃ (un, un, un, zn,1)+ T̃ (ū, ū, ū, ū)+ o(1)

= T̃ (zn,1, zn,1, zn,1, zn,1)+ T̃ (ū, ū, ū, ū)+ o(1)

=
∫

R3

K∞φ̃zn,1 z2
n,1 dx +

∫

R3

K∞φ̃ū ū2 dx + o(1) (4.2.5)
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Hence by using (4.2.3), (4.2.4) and (4.2.5) we find

J1(un) = 1

2
‖un‖2 + 1

4

∫

R3

K∞φ̃un u2
n dx − 1

p + 1

∫

R3

a∞|un|p+1 dx

= 1

2
‖zn,1‖2 + 1

2
‖ū‖2 + 1

4

∫

R3

K∞φ̃zn,1 z2
n,1 dx

+1

4

∫

R3

K∞φ̃ū ū2 dx − 1

p + 1

∫

R3

a∞|zn,1|p+1 dx

− 1

p + 1

∫

R3

a∞|ū|p+1 dx + o(1)

= J1(ū)+ J1(zn,1)+ o(1). (4.2.6)

Moreover, for all h ∈ H1(R3), since by Lemma 8.1 of [11]

|un|p−1un = |ū|p−1ū + |zn,1|p−1zn,1 + o(1), in H−1 (4.2.7)

and since by Lemma 2.2

T̃ (zn,1, zn,1, zn,1, h) = o(1),

then, reasoning as before, we can prove

o(1) = (∇J1(un), h) = (∇J1(zn,1), h
)+ (∇J1(ū), h)+ o(1)

= (∇J1(zn,1), h
)+ o(1)

so that

∇J1(zn,1) = o(1). (4.2.8)

Set

δ := lim sup
n→+∞

⎛
⎜⎝ sup

y∈R3

∫
B1(y)

|zn,1|p+1 dx

⎞
⎟⎠ .

It is easy to see that δ > 0. Actually, if δ = 0 would be true, then by Lemma 1.21
of [11], zn,1 → 0 in L p+1(R3) would hold, contradicting the fact that un does not
converge strongly to ū in L p+1(R3). Then we may assume the existence of y1

n ⊂ R
3,

such that
∫

B1(y1
n )

|zn,1|p+1 dx >
δ

2
.
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Let us consider zn,1(· + y1
n). We can assume zn,1(· + y1

n) ⇀ u1 in H1(R3) and so
zn,1(x + y1

n)→ u1(x) a.e. on R
3. Since

∫
B1(0)

|zn,1(x + y1
n)|p+1 dx >

δ

2
,

then, by Rellich Theorem, it follows

∫
B1(0)

|u1(x)|p+1 dx >
δ

2
.

Hence u1 
= 0. However since zn,1 goes weakly to zero in H1(R3) then (y1
n) must be

unbounded and, up to a subsequence, we may assume that |y1
n | → +∞. Furthermore

(4.2.8) implies ∇J1(u1) = 0.
Finally, let us set

zn,2(x) = zn,1(x)− u1(x − y1
n

)
.

Then, using (4.2.3), (4.2.4) and, again, by Brezis-Lieb Lemma we have

‖zn,2‖2 = ‖un‖2 − ‖ū‖2 − ‖u1‖2 + o(1)

|zn,2|p+1
p+1 = |un|p+1

p+1 − |ū|p+1
p+1 − |u1|p+1

p+1 + o(1).

Moreover, by using again Lemma 2.2

∫

R3

K∞φ̃zn,2(zn,2)
2 dx = T̃ (zn,2, zn,2, zn,2, zn,2) = T̃ (zn,1, zn,1, zn,1, zn,1)

−T̃ (u1, u1, u1, u1)+ o(1)

=
∫

R3

K∞φ̃zn,1(zn,1)
2 dx −

∫

R3

K∞φ̃u1(u1)2 dx + o(1).

Then we get

J1(zn,2) = J1(zn,1)− J1
(
u1)+ o(1),

hence, by using (4.2.6), we obtain

J1(un) = J1(ū)+ J1
(
u1)+ J1

(
zn,2
)+ o(1).

As before one can prove that

∇J1(zn,2) = o(1) in H1(R3).
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Now, if zn,2 → 0 in H1(R3) we are done. Otherwise zn,2 ⇀ 0 and not strongly and
we repeat the argument. By iterating this procedure we obtain sequences of points
y j

n ∈ R
3 such that |y j

n | → +∞, |y j
n − yi

n| → +∞ if i 
= j as n → +∞ and a

sequence of functions zn, j (x) = zn, j−1(x)− u j−1(x − y j−1
n ) with j ≥ 2 such that

zn, j (x + y j
n ) ⇀ u j (x) in H1(R3) ∇J1(u

j ) = 0

and

J1(un) = J1(ū)+
k∑

j=1

J1(u
j )+ J1(zn,k)+ o(1)

Then, since J1(u j ) ≥ c1 for all j and J1(un) is bounded, the iteration must stop at
some finite index k. ��
Proposition 4.2 c1 is achieved by some positive w ∈M1 such that J1(w) = c1.

Proof Let (un)n, un ∈ M1, a minimizing sequence for J1, that is J1(un) → c1 as
n→+∞. Let tn > 0 such that tn|un| ∈M1. Then since also un ∈M1 we get

(
t2
n − t p+1

n

)
‖un‖2 +

(
t4
n − t p+1

n

) ∫

R3

K∞φ̃un u2
n dx = 0

and this implies tn = 1, n ∈ N. Hence we can consider un ≥ 0. Moreover (un)n is
bounded. Indeed, by using (3.1) and the fact that p ∈ (3, 5) we get

J1(un) ≥
(

1

2
− 1

p + 1

)
‖un‖2

from which it follows that (un)n is bounded since J1(un) it is.
By the Ekeland variational principle there exists (ũn)n, ũn ∈M1 such that

(a) J1(ũn)→ c1 as n→+∞;
(b) ∇J1|M1

(ũn)→ 0 strongly in H1(R3) as n→+∞;

(c) ‖un − ũn‖ → 0 as n→+∞.

We prove that ∇J1(ũn)→ 0 as n→+∞. Indeed,

o(1) = ∇J1|M1
(ũn) = ∇J1(ũn)− σn∇H1(ũn) (4.2.9)

for some σn ∈ R. Then, since ũn ∈M1, taking the scalar product with ũn , we find

o(1) = (∇J1(ũn), ũn)− σn (∇H1(ũn), ũn).

Thus we obtain

σn(∇H1(ũn), ũn)→ 0.
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But an easy computation shows that (∇H1(ũn), ũn) < −C < 0. Hence σn → 0
as n → +∞. Furthermore, since ∇H1(ũn) is bounded, then σn∇H1(ũn) → 0 as
n→+∞. This implies ∇J1(ũn)→ 0 in H1(R3) as n→+∞.

Since J ′′1 maps bounded sets onto bounded sets, then by the mean value theorem
it follows that also ∇J1(un)→ 0 in H1(R3) as n → +∞. Then (un)n is a bounded
Palais-Smale sequence at l! evel c1. Hence we can apply Lemma 4.1 to (un)n . Since
J1(un)→ c1, if ū 
= 0, then

c1 = J1(ū)+
k∑

j=1

J1(u
j ) ≥ (k + 1)c1

and this implies k = 0. Hence un converges strongly to ū in H1(R3).
If, instead, ū = 0, then

c1 = J1(ū)+
k∑

j=1

J1(u
j ) ≥ kc1

and this implies k = 1 and, up to translation, un → u1 in H1(R3).
In any case c1 is achieved by some non-negative w. Furthermore since ‖un‖ ≥

C > 0 then, by the strong convergence, also w 
= 0 and this would imply w ∈M1.
Furthermore, by continuity and by the uniqueness of the limit, we get J1(w) = c1. ��

5 A compactness lemma

In this section we deal with the behavior of the Palais-Smale sequences of Iλ where
now λ can be positive or negative. This study will be basic to our search of critical
points of Iλ.

Lemma 5.1 Let (un)n be a (P S) sequence of Iλ constrained on Nλ, i.e. un ∈ Nλ

and

(a) Iλ(un) is bounded;

(b) ∇ Iλ|Nλ
(un)→ 0 strongly in H1(R3).

(5.1)

Then replacing (un)n, if necessary, with a subsequence, there exist a solution u of
(P′λ), a number k ∈ N ∪ {0}, k functions u1, . . . , uk of H1(R3) and k sequences of

points (y j
n ), y j

n ∈ R
3, 0 ≤ j ≤ k such that

(i) |y j
n | → +∞, |y j

n − yi
n| → +∞ if i 
= j, n→+∞;

(ii) un −∑k
j=1 u j (· − y j

n ) −→ ū, in H1(R3);
(iii) Iλ(un)→ Iλ(ū)+∑k

j=1 Jλ(u j );
(iv) u j are non trivial weak solutions of (P′∞λ ).

(5.2)

Moreover we agree that in the case k = 0, the above holds without u j .
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Proof We first observe that (un)n is bounded. Indeed, if λ > 0 or λ < 0 with p < 3,
then by (3.1)

Iλ(un) ≥
(

1

2
− 1

p + 1

)
‖un‖2.

If λ < 0 and p ≥ 3 then

Iλ(un) ≥ 1

4
‖un‖2.

In both cases, being Iλ(un) bounded, (un)n is bounded too.
In a similar way as in the proof of Proposition 4.2, one can prove that

∇ Iλ(un)→ 0 in H1(R3). (5.3)

Since un is bounded in H1(R3), there exists ū ∈ H1(R3) such that, up to a subse-
quence,

un ⇀ ū in H1(R3) and in L p+1(R3)

un(x)→ ū(x) a.e. on R
3.

Furthermore, taking into account (3) of Lemma 2.1, we deduce that ∇ Iλ(ū) = 0, that
is ū is a weak solution of (P′λ).

If un → ū in H1(R3), we are done. So we can assume that (un)n does not converge
strongly to ū in H1(R3). Set

z1
n(x) = un(x)− ū(x).

Obviously, z1
n ⇀ 0 in H1(R3), but not strongly. As in the proof of Lemma 4.1 one

can show that (4.2.3)–(4.2.4) and (4.2.7) hold. Moreover, by using Lemma A.2 of [3]
we infer

α(x)|z1
n|p−1z1

n → 0 in H−1. (5.4)

Furthermore, an easy computation shows that

∫

R3

K (x)φun u2
n dx =

∫

R3

∫

R3

η(x)η(y)

|x − y| u2
n(x)u

2
n(y) dx dy

+2
∫

R3

∫

R3

η(x)K∞
|x − y| u2

n(x)u
2
n(y) dx dy

+
∫

R3

∫

R3

K∞K∞
|x − y| u

2
n(x)u

2
n(y) dx dy.
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Hence, by using Lemma 2.2, we obtain

∫

R3

K (x)φun u2
n dx = T̄ (un, un, un, un)+ 2T (un, un, un, un)+ T̃ (un, un, un, un)

= T̄
(

z1
n, z1

n, z1
n, z1

n

)
+ 2T

(
z1

n, z1
n, z1

n, z1
n

)
+ T̃

(
z1

n, z1
n, z1

n, z1
n

)

+T̄ (ū, ū, ū, ū)+ 2T (ū, ū, ū, ū)+ T̃ (ū, ū, ū, ū)+ o(1)

=
∫

R3

K (x)φz1
n

(
z1

n

)2
dx +

∫

R3

K (x)φū ū2 dx + o(1).

Claim:

∫

R3

K (x)φz1
n

(
z1

n

)2
dx =

∫

R3

K∞φ̃z1
n

(
z1

n

)2
dx + o(1). (5.5)

Indeed:

∣∣∣∣∣∣∣
∫

R3

K (x)φz1
n

(
z1

n

)2
dx −

∫

R3

K∞φ̃z1
n

(
z1

n

)2
dx

∣∣∣∣∣∣∣
≤
∫

R3

|η(x)|φ̄z1
n

(
z1

n

)2
dx

︸ ︷︷ ︸
(I )

+2
∫

R3

|η(x)|φ̃z1
n

(
z1

n

)2
dx

︸ ︷︷ ︸
(I I )

.

Since η ∈ L2(R3), we get η6/5 ∈ L5/3(R3). Now, we observe that (z1
n)n is bounded

in H1(R3) hence in L6(R3). Then ((z1
n)

12/5)n is bounded in L5/2(R3) and so (see
[12]) to any any choice of ρ > 0 we get (z1

n)
12/5 ⇀ 0 in L5/2(Bρ(0)). Hence, for any

ε > 0, we get

∫
Bρ(0)

η(x)6/5
(

z1
n

)12/5
dx < ε.

Moreover, by (2) of Lemma 2.1 φ̄z1
n

and φ̃z1
n

are bounded too and to any ε > 0 there
exists ρ̄ ≡ ρ̄(ε) > 0 such that

|η|2,R3\Bρ(0) < ε, ∀ ρ ≥ ρ̄.
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Hence

(I ) ≤ S̄−1‖φ̄z1
n
‖D1,2

⎛
⎜⎝
∫

R3

|η(x)|6/5(z1
n

)12/5
dx

⎞
⎟⎠

5/6

≤ C

⎛
⎜⎝
∫

Bρ(0)

|η(x)|6/5(z1
n

)12/5
dx +

∫

R3\Bρ(0)
|η(x)|6/5(z1

n

)12/5
dx

⎞
⎟⎠

5/6

≤ C
(
ε + |η|6/5

2,R3\Bρ(0)|z
1
n|12/5

6,R3\Bρ(0)
)5/6

≤ C̃
(
ε + ε6/5‖z1

n‖12/5
)5/6

from which it follows (I ) = o(1). By similar arguments one can also show that
(I I ) = o(1) and the claim is proved. Hence

∫

R3

K (x)φun u2
n dx =

∫

R3

K (x)φū ū2 dx +
∫

R3

K∞φ̃z1
n

(
z1

n

)2
dx + o(1). (5.6)

Argue as before it is possible to verify that for any h ∈ H1(R3) the following holds:

∫

R3

K (x)φun unh dx =
∫

R3

K (x)φū ūh dx +
∫

R3

K∞φ̃z1
n
z1

nh dx + o(1). (5.7)

Therefore, (4.2.3), (4.2.4), (5.4), (4.2.7) together with (5.6) and (5.7), respectively,
allow to obtain

Iλ(un) = 1

2
‖un‖2 + λ1

4

∫

R3

K (x)φun u2
n(x)dx − 1

p + 1

∫

R3

a(x)|un|p+1dx

= 1

2
‖z1

n‖2 +
1

2
‖ū‖2 + λ1

4

∫

R3

K (x)φū ū2(x)dx + λ1

4

∫

R3

K∞φ̃z1
n

(
z1

n

)2
dx

− 1

p + 1

∫

R3

a(x)|ū|p+1dx − 1

p + 1

∫

R3

|z1
n|p+1dx + o(1)

= Iλ(ū)+ Jλ
(
z1

n

)+ o(1). (5.8)
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and, for all h ∈ H1(R3),

o(1) = (∇ Iλ(un), h) = (un, h)+
∫

R3

[
λK (x)φun unh − a(x)|un|p−1unh

]
dx

= (ū, h)+
∫

R3

[
λK (x)φū ūh − a(x)|ū|p−1ūh

]
dx

+(z1
n, h)+

∫

R3

[
λK∞φ̃z1

n
z1

nh − |z1
n|p−1z1

nh
]

dx + o(1)

= (∇ Iλ(ū), h
)+ (∇Jλ

(
z1

n

)
, h
)+ o(1) = (∇Jλ

(
z1

n

)
, h
)+ o(1)

so that

∇Jλ
(
z1

n

) = o(1) in H1(R3). (5.9)

Furthermore

0 = (∇ Iλ(un), un) = (∇ Iλ(ū), ū)+
(
∇Jλ

(
z1

n

)
, z1

n

)
+ o(1)

=
(
∇Jλ

(
z1

n

)
, z1

n

)
+ o(1).

Setting

δ := lim sup
n→+∞

⎛
⎜⎝ sup

y∈R3

∫
B1(y)

|z1
n|p+1dx

⎞
⎟⎠ ,

we have, as in Lemma 4.1, δ > 0. Then we may assume the existence of y1
n ⊂ R

3,
such that

∫

B1(y1
n )

|z1
n|p+1dx >

δ

2
.

Let us now consider z1
n(·+ y1

n). We may assume that z1
n(·+ y1

n) ⇀ u1 in H1(R3) and,
then, z1

n(· + y1
n)(x)→ u1(x) a.e. on R

3. Since

∫
B1(0)

|z1
n

(
x + y1

n

)
|p+1dx >

δ

2
,
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from the Rellich theorem it follows that

∫
B1(0)

|u1(x)|p+1dx >
δ

2

and, thus, u1 
= 0. But, since z1
n ⇀ 0 in H1(R3), (y1

n) must be unbounded and,
up to a subsequence, we can assume that |y1

n | → +∞. Furthermore (5.9) implies
∇Jλ(u1) = 0.

Finally, let us set

z2
n(x) = z1

n(x)− u1
(

x − y1
n

)
.

Then, using (4.2.3), (4.2.4) and, again, the Brezis-Lieb Lemma we have

‖z2
n‖2 = ‖un‖2 − ‖ū‖2 − ‖u1‖2 + o(1)

|z2
n|p+1

p+1 = |un|p+1
p+1 − |ū|p+1

p+1 − |u1|p+1
p+1 + o(1).

Moreover

∫

R3

K∞φ̃z2
n

(
z2

n

)2
dx = T̃

(
z2

n, z2
n, z2

n, z2
n

)
= T̃

(
z1

n, z1
n, z1

n, z1
n

)

−T̃
(

u1, u1, u1, u1
)
+ o(1)

=
∫

R3

K∞φ̃z1
n

(
z1

n

)2
dx −

∫

R3

K∞φ̃u1

(
u1
)2

dx + o(1).

This implies

Jλ
(

z2
n

)
= Jλ

(
z1

n

)− Jλ
(

u1
)
+ o(1),

hence, by using (5.8), we obtain

Iλ(un) = Iλ(ū)+ Jλ
(
z1

n

)+ o(1) = Iλ(ū)+ Jλ
(

u1
)
+ Jλ

(
z2

n

)
+ o(1).

As before one can prove that

∇Jλ
(

z2
n

)
= o(1) in H1

(
R

3
)
.

Now, if z2
n → 0 in H1(R3) we are done. Otherwise z2

n ⇀ 0 and not strongly and
we repeat the argument. By iterating this procedure we obtain sequences of points
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y j
n ∈ R

3 such that |y j
n | → +∞, |y j

n − yi
n| → +∞ if i 
= j as n → +∞ and a

sequence of functions z j
n(x) = z j−1

n (x)− u j−1(x − y j−1
n ) with j ≥ 2 such that

z j
n

(
x + y j

n

)
⇀ u j (x) in H1

(
R

3
)
∇Jλ

(
u j
)
= 0

and

Iλ (un) = Iλ(ū)+
k∑

j=1

Jλ
(

u j
)
+ Jλ

(
zk

n

)
+ o(1)

Then, since Jλ(u j ) ≥ cλ for all j and Iλ(un) is bounded, the iteration must stop at
some finite index k. ��
We say that (un)n, un ∈ Nλ, is a (P S)d - sequence if Iλ(un)→ d and (5.1)-(b) holds.

Corollary 5.1 Let (un)n be a (P S)d−sequence. Then (un)n is relatively compact for
all d ∈ (0, cλ). Moreover, if Iλ(un)→ cλ, then either (un)n is relatively compact or
the statement of Lemma 5.1 holds with k = 1.

Proof Let consider a (P S)d−sequence (un)n and apply to it Lemma 5.1, taking into
account that Jλ(u j ) ≥ cλ, for all j . When Iλ(un) → d < cλ (5.2)(iii) gives k = 0,
and, then, un → ū in H1(R3).When Iλ(un)→ cλ, if un is not compact then (5.2)(iii)
implies k = 1 and ū = 0. ��

6 Existence of ground states for (Pλ)

In the following we will find ground states solutions for (Pλ). Here we have to distin-
guish the case in which λ is positive or negative.

6.1 The case λ < 0

Since λ < 0, without loss of generality we can take λ = −1. For simplicity, we set
Ī := I−1, N̄ = N−1 and m̄ := m−1.

Next theorem provides a sufficient condition to solve the problem (Pλ) by using a
minimization argument. In particular, if (H1) holds, then, roughly speaking, the energy
of a solution of (Pλ) cannot overcome the energy of a ground state of (SN)∞. Then a
solution (ground state) of (Pλ) it is found without any other assumption.

Theorem 6.1 Let (H1) holds. Then there exist a positive ground state solution for
(Pλ).

Proof To prove the existence of a ground state solution for (Pλ) we just need to show
that m̄ < c̄. Indeed, by standard arguments and by using also Corollary 5.1, the theo-
rem would follow.
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Let w̄ ∈ M̄ such that J̄ (w̄) = c̄ and let t > 0 such that tw̄ ∈ N̄ . Then

m̄ ≤ Ī (tw̄) = t2

2
‖w̄‖2 − t4

4

∫

R3

K (x)φw̄w̄
2 dx − t p+1

p + 1

∫

R3

a(x)|w̄|p+1 dx

≤ t2

2
‖w̄‖2 − t4

4

∫

R3

K∞φ̃w̄w̄2 dx − t p+1

p + 1

∫

R3

a∞|w̄|p+1 dx . (6.1.1)

Let us show that t < 1.
First of all we prove that t ≤ 1. Indeed since w̄ ∈ M̄ and tw̄ ∈ N̄ then

t2
∫

R3

a∞|w̄|p+1 dx + t2
∫

R3

K∞φ̃w̄w̄2 dx = t2‖w̄‖2

= t p+1
∫

R3

a(x)|w̄|p+1 dx + t4
∫

R3

K (x)φw̄w̄
2 dx

≥ t p+1
∫

R3

a∞|w̄|p+1 dx + t4
∫

R3

K∞φ̃w̄w̄2 dx .

Hence

(
1− t p−1

) ∫

R3

a∞|w̄|p+1 dx +
(

1− t2
) ∫

R3

K∞φ̃w̄w̄2 dx ≥ 0

and this implies t ≤ 1. Furthermore t 
= 1. In fact, if t = 1 then

∫

R3

a∞|w̄|p+1 dx +
∫

R3

K∞φ̃w̄w̄2 dx = ‖w̄‖2

=
∫

R3

a(x)|w̄|p+1 dx +
∫

R3

K (x)φw̄w̄
2 dx .

Hence

∫

R3

(a(x)− a∞)|w̄|p+1 dx +
∫

R3

K (x)φw̄w̄
2 dx −

∫

R3

K∞φ̃w̄w̄2 dx = 0.

By (H1) it follows the contradiction.
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From (6.1.1) it follows

m̄ <
1

2
‖w̄‖2 − 1

4

∫

R3

K∞φ̃w̄w̄2 dx − 1

p + 1

∫

R3

a∞|w̄|p+1 dx

= J̄ (w̄) = c̄.

��
Ground state solutions for (Pλ) can be found also under the assumptions (H2) and
(H3), respectively. However since in these cases the energy of (Pλ) can exceed the
energy of a ground state of (SN∞), then we have to make a further assumption to
insure that m̄ is lower than c̄. To do this, let us consider the problem

−�u + u − K∞φ̃uu = a(x)|u|p−1u. (SN1)

The solutions of (SN1) are the critical points of the real functional J̄a defined on
H1(R3) by

J̄a(u) = 1

2
‖u‖2 − 1

4

∫

R3

K∞φ̃uu2 dx − 1

p + 1

∫

R3

a(x)|u|p+1 dx .

Let us define the Nehari manifold related to J̄a

M̄a :=

⎧⎪⎨
⎪⎩u ∈ H1(R3)\{0} : ‖u‖2 =

∫

R3

K∞φ̃uu2 dx +
∫

R3

a(x)|u|p+1 dx

⎫⎪⎬
⎪⎭ ,

and set

m̄a := inf
{Ja(u) : u ∈ M̄a

}

which is a positive number. By using concentration-compactness arguments it is pos-
sible to show the following result:

Proposition 6.1 If a(x) ≥ a∞ with a(x) − a∞ > 0 on a positive measure set, then
there exists w̄a ∈ M̄a such that J̄a(w̄a) = m̄a.

At the same way we can consider the problem

−�u + u − K (x)φuu = a∞|u|p−1u. (SN2)

The solutions of (SN2) are the critical points of the real functional J̄K defined on
H1(R3) by

J̄K (u) = 1

2
‖u‖2 − 1

4

∫

R3

K (x)φuu2 dx − 1

p + 1

∫

R3

a∞|u|p+1 dx .
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Let us define the Nehari manifold related to J̄K

M̄K :=

⎧⎪⎨
⎪⎩u ∈ H1(R3)\{0} : ‖u‖2 =

∫

R3

K (x)φuu2 dx +
∫

R3

a∞|u|p+1 dx

⎫⎪⎬
⎪⎭ ,

and set

m̄K := inf
{J̄K (u) : u ∈ M̄K

}
> 0.

By using again concentration-compactness arguments it is possible to prove the fol-
lowing result:

Proposition 6.2 If K (x) ≥ K∞ with K (x)−K∞ > 0 on a positive measure set, then
there exists w̄K ∈ M̄K such that J̄K (w̄K ) = m̄K .

Arguing as in Lemma 3.1-(1) it is possible to show that to any u ∈ H1(R3) there
correspond a (unique) function ξu ∈ M̄a and a (unique) function τu ∈ M̄K such
that

J̄a(ξu) = max
t≥0

J̄a(tu), J̄K (τu) = max
t≥0

J̄K (tu).

We are able now to prove the following results:

Theorem 6.2 Let (H2) holds. Moreover we assume

K 2∞
K2 <

(
c̄

m̄a

) 2
p+1 − 1 (6.1.2)

if p ≥ 3 and

K 2∞
K2 <

(
c̄

m̄a

) p−1
4 − 1 (6.1.3)

if p < 3. Then there exists a positive ground state solution of (Pλ).

Proof Let us show that m̄ < c̄. Indeed, standard arguments and Corollary 5.1 would
imply the assertion of the theorem.

Let w̄a ∈ M̄a such that J̄a(w̄a) = m̄a and let t > 0 be such that tw̄a ∈ N̄ .
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Claim: t ≥ 1.
Indeed, since tw̄a ∈ N̄ , w̄a ∈ M̄a and (H2) holds we find

∫

R3

K∞φ̃w̄a w̄
2
a dx +

∫

R3

a(x)|w̄a |p+1 dx = ‖w̄a‖2

= t2
∫

R3

K (x)φw̄a w̄
2
a dx + t p−1

∫

R3

a(x)|w̄a |p+1 dx

≤ t2
∫

R3

K∞φ̃w̄a w̄
2
a dx + t p−1

∫

R3

a(x)|w̄a |p+1 dx .

Hence

(
1− t2

) ∫

R3

K∞φ̃w̄a w̄
2
a dx +

(
1− t p−1

) ∫

R3

a(x)|w̄a |p+1 dx ≤ 0

and the claim follows. Then

m̄ ≤ Ī (tw̄a) = t4

4

∫

R3

K (x)φw̄a w̄
2
a dx + t p+1

(
1

2
− 1

p + 1

)∫

R3

a(x)|w̄a |p+1 dx

≤ tmax{4,p+1}

⎛
⎜⎝1

4

∫

R3

K∞φ̃w̄a w̄
2
a dx +

(
1

2
− 1

p + 1

)∫

R3

a(x)|w̄a |p+1 dx

⎞
⎟⎠

= tmax{4,p+1}m̄a . (6.1.4)

Let us now estimate t ≥ 1. We find

‖w̄a‖2 = t2
∫

R3

K (x)φw̄a w̄
2
a dx + t p−1

∫

R3

a(x)|w̄a |p+1 dx

≥ tmin{2,p−1}

⎛
⎜⎝
∫

R3

K (x)φw̄a w̄
2
a dx +

∫

R3

a(x)|w̄a |p+1 dx

⎞
⎟⎠ .

Then, since K (x), a(x) are positive functions

tmin{2,p−1} ≤ ‖w̄a‖2∫
R3 K (x)φw̄a w̄

2
a dx + ∫

R3 a(x)|w̄a |p+1 dx

<

∫
R3 K∞φ̃w̄a w̄

2
a dx∫

R3 K (x)φw̄a w̄
2
a dx
+ 1

<
K 2∞
K2 + 1.
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Substituting in (6.1.4) and by using (6.1.2)–(6.1.3) we find that m̄ < c̄ completing the
proof.

In a similar way one can prove also the following result: ��

Theorem 6.3 Let (H3) holds. Moreover we assume

a∞
A <

(
c̄

m̄K

) 2
p+1 − 1 (6.1.5)

if p ≥ 3 and

a∞
A <

(
c̄

m̄K

) p−1
4 − 1 (6.1.6)

if p < 3. Then there exists a positive ground state solution of (Pλ).

6.2 The case λ > 0

Without loss of generality we assume λ = 1. In this section we provide sufficient
conditions to prove the existence of ground states solutions for (Pλ).

Theorem 6.4 If (H2) holds then (Pλ) admits a ground states solution.

Proof To prove the theorem, we have just to show that m1 < c1. Let w ∈M1 such
that J1(w) = c1 and let t > 0 such that tw ∈ N1.

Let us show that t < 1.
Since tw ∈ N1, w ∈M1 and (H1) holds then

t p+1‖w‖2 + t p+1
∫

R3

K∞φ̃ww2 dx = t p+1
∫

R3

a∞|w|p+1 dx

≤ t p+1
∫

R3

a(x)|w|p+1 dx = t2‖w‖2 + t4
∫

R3

K (x)φww
2 dx

≤ t2‖w‖2 + t4
∫

R3

K∞φ̃ww2 dx

from which it follows

(
t p+1 − t2

)
‖w‖2 +

(
t p+1 − t4

) ∫

R3

K∞φ̃ww2 dx ≤ 0
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and hence t ≤ 1. Moreover t 
= 1. Indeed, by contradiction, if t = 1 then

∫

R3

a∞|w|p+1 dx −
∫

R3

K∞φ̃ww2 dx = ‖w‖2

=
∫

R3

a(x)|w|p+1 dx −
∫

R3

K (x)φww
2 dx

and this implies

∫

R3

(a∞ − a(x))|w|p+1 dx −
∫

R3

K∞φ̃ww2 dx +
∫

R3

K (x)φww
2 dx = 0

and this is a contradiction since by (H2)

−
∫

R3

K∞φ̃ww2 dx +
∫

R3

K (x)φww
2 dx ≤ 0

and
∫

R3

(a∞ − a(x))|w|p+1 dx ≤ 0

but not identically zero since a(x)− a∞ > 0 on a positive measure set. Then

m1 ≤ I1(tw) =
(

1

2
− 1

p + 1

)
‖tw‖2 +

(
1

4
− 1

p + 1

)∫

R3

K (x)φtw(tw)
2 dx

≤ t2
(

1

2
− 1

p + 1

)
‖w‖2 + t4

(
1

4
− 1

p + 1

)∫

R3

K∞φ̃ww2 dx

<

(
1

2
− 1

p + 1

)
‖w‖2 +

(
1

4
− 1

p + 1

)∫

R3

K∞φ̃ww2 dx

= J1(w) = c1.

��
Ground state solutions for (Pλ) can be found also under the assumptions (H1) and
(H4) respectively. However since in these cases the energy of (Pλ) can exceed the
energy of a ground state of (SP∞), then we have to make a further assumption to
insure that m1 is lower than c1. To do this, let us consider the problem

−�u + u + K∞φ̃uu = a(x)|u|p−1u. (SP1)
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The solutions of (SP1) are the critical points of the real functional Ia defined on
H1(R3) by

Ia(u) = 1

2
‖u‖2 + 1

4

∫

R3

K∞φ̃uu2 dx − 1

p + 1

∫

R3

a(x)|u|p+1 dx .

Let us define the Nehari manifold related to Ia

Na :=

⎧⎪⎨
⎪⎩u ∈ H1(R3)\{0} : ‖u‖2 +

∫

R3

K∞φ̃uu2 dx =
∫

R3

a(x)|u|p+1 dx

⎫⎪⎬
⎪⎭ ,

and set

ma := inf {Ia(u) : u ∈ Na}

which is a positive number. By using concentration-compactness arguments it is pos-
sible to show the following result:

Proposition 6.3 If a(x) ≥ a∞ with a(x) − a∞ > 0 on a positive measure set, then
there exists wa ∈ Na such that Ia(wa) = ma.

At the same way we can consider the problem

−�u + u + K (x)φuu = a∞|u|p−1u. (SP2)

The solutions of (SP2) are the critical points of the real functional IK defined on
H1(R3) by

IK (u) = 1

2
‖u‖2 + 1

4

∫

R3

K (x)φuu2 dx − 1

p + 1

∫

R3

a∞|u|p+1 dx .

Let us define the Nehari manifold related to IK

NK :=

⎧⎪⎨
⎪⎩u ∈ H1(R3)\{0} : ‖u‖2 +

∫

R3

K (x)φuu2 dx =
∫

R3

a∞|u|p+1 dx

⎫⎪⎬
⎪⎭ ,

and set

mK := inf {IK (u) : u ∈ NK } > 0.

By using again concentration-compactness arguments it is possible to prove the fol-
lowing result:
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Proposition 6.4 If K (x) ≤ K∞ with K (x)−K∞ > 0 on a positive measure set, then
there exists wK ∈ NK such that IK (wK ) = mK .

Arguing as in Lemma 3.1-(1) it is possible to show that to any u ∈ H1(R3) there
correspond a (unique) function ξu ∈ Na and a (unique) function τu ∈ NK such that

Ia(ξu) = max
t≥0

Ia(tu), IK (τu) = max
t≥0

IK (tu).

Then we are ready to prove the following results:

Theorem 6.5 Let (H1) holds. Moreover let us assume

M2
1 <

p − 1

2(p + 1)

⎡
⎣( c̄

ma

) p−3
p+1 − 1

⎤
⎦ · 1

ma
, (6.2.1)

where

M1 := S̄−1
(

S−2
6 |η|2 + K∞S−2

12/5

)
.

Then (Pλ) has a positive ground state solution.

Proof In the following we show that m1 < c1. Then, standard arguments jointing with
Corollary 5.1 give the desired assertion.

Let wa ∈ Na and let t > 0 be such that twa ∈ N1. We claim that t ≥ 1. Indeed,
since wa ∈ Na and twa ∈ N1 we find, by using also (H1)

t p+1

⎛
⎜⎝‖wa‖2 +

∫

R3

K∞φ̃waw
2
a dx

⎞
⎟⎠ = t p+1

∫

R3

a(x)|wa |p+1 dx

= t2‖wa‖2 + t4
∫

R3

K (x)φwaw
2
a dx

≥ t2‖wa‖2 + t4
∫

R3

K∞φ̃waw
2
a dx

Hence we find

(
t2 − t p+1

)
‖wa‖2 +

(
t4 − t p+1

) ∫

R3

K∞φ̃waw
2
a dx ≤ 0
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from which it follows the claim. We estimate t ≥ 1.

0 = t2‖wa‖2 + t4
∫

R3

K (x)φwaw
2
a dx − t p+1

∫

R3

a(x)|wa |p+1 dx

≤ t4‖wa‖2 + t4
∫

R3

K (x)φwaw
2
a dx − t p+1

∫

R3

a(x)|wa |p+1 dx .

Hence, since K∞ > 0 we find

t p−3 ≤
‖wa‖2 +

∫
R3

K (x)φwaw
2
a dx

∫
R3

a(x)|wa |p+1 dx
< 1+

∫
R3

K (x)φwaw
2
a dx

‖wa‖2 .

Furthermore by using (2.5)

∫

R3

K (x)φwaw
2
a dx ≤ M2

1 · ‖wa‖4

where

M1 := S̄−1
(
|η|2 · S−2

6 + K∞S−2
12/5

)
.

Since

ma = Ia(wa) =
(

1

2
− 1

p + 1

)
‖wa‖2 +

(
1

4
− 1

p + 1

)∫

R3

K∞φ̃waw
2
a dx

≥
(

1

2
− 1

p + 1

)
‖wa‖2,

then

t <

(
1+ 2(p + 1)

p − 1
M2

1 ca

) 1
p−3

. (6.2.2)
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Then, by using (H1), the definition of ma , the fact that p ∈ (3, 5), (6.2.2) and (6.2.1)
we find

m1 ≤ I (twa) = 1

4
t2‖wa‖2 + t p+1

(
1

4
− 1

p + 1

)∫

R3

a(x)|wa |p+1 dx

≤ t p+1

⎡
⎢⎣1

4
‖wa‖2 +

(
1

4
− 1

p + 1

)∫

R3

a(x)|wa |p+1 dx

⎤
⎥⎦

≤ t p+1ca ≤
(

1+ 2(p + 1)

p − 1
M2

1 ca

) p+1
p−3

ca < c1.

��
In a similar way one can also prove the following result:

Theorem 6.6 Let (H4) holds. Moreover let us assume

a∞
A <

(
c̄

mK

) p−3
4

. (6.2.3)

Then (Pλ) has a positive ground state solution.
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