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Abstract
Studies regarding new venture success and failure are at the forefront of entrepre-
neurship research. While individual factors are extensively investigated and revealed 
as antecedents of new venture success, organizational and environmental factors are 
rather underrepresented in research. Especially a missing market need or a mistimed 
market entry are shown in practical surveys to be key determinants of new venture 
failure. However, research has rarely incorporated these aspects. This study aims to 
extend research on new venture success by investigating the effects of new venture 
market entry timing. Furthermore, we differentiate the timing effects depending on 
the geographical context. To this end, we analyze data of more than 700 European 
new ventures that focus on important technologies. Combining the concepts of the 
diffusion of innovations and technology acceptance, we argue that the amount of 
new ventures, covering a certain technology over time, proceeds as a technology 
wave. Building on these technology waves, this study shows that the timely position-
ing of new ventures within those waves determine their success. Moreover, building 
on uncertainty avoidance literature, we reveal that the aforementioned relation varies 
depending on the uncertainty avoidance level of a geographical region. We find the 
temporal distance to the peak of a technology wave to be a significant antecedent 
of new venture success. Whereas this negative relationship is mitigated by below 
median uncertainty avoidant regions, new ventures in contexts of above median 
uncertainty avoidance are likely to show a lower success. With these results, we con-
tribute to entrepreneurship and technology acceptance literature.
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1 Introduction

Entrepreneurs and their corresponding new ventures are essential for fostering 
innovation and for creating value for countries (Minniti and Lévesque 2010; Valli-
ere and Peterson 2009). The realization of innovative ideas leads to the formation 
of organizations, creates new jobs, and boosts economic growth (e.g., Baumol 
1993; Davidsson and Wiklund 2001; McGrath 1999; Robinson and McDougall 
2001). New technology-based ventures that generate technological innovations 
especially drive entrepreneurship (Audretsch 1995; Kellermanns and Eddleston 
2006; Shane 1993). Hence, entrepreneurship is inevitable for economic growth 
and for society. Despite the economic importance, many new ventures struggle to 
survive in the long-term. The majority of newly founded firms are out of business 
within the first 3–5 years (Eckhardt and Shane 2011; Gao et al. 2010; Song et al. 
2010). In particular, new technology ventures struggle to survive and also exhibit 
the lowest survival rates among new ventures in general (Song et al. 2008).

Accordingly, factors and circumstances that influence new venture success and 
failure are at the forefront of entrepreneurship research. Traditional entrepreneur-
ship literature mainly examines individual attributes of entrepreneurs (Gartner 
1988; Garud and Karnøe 2003), such as behavioral and cognitive aspects (e.g., 
West 2007) or prior experience and knowledge (Carroll and Mosakowski 1987; Li 
et al. 2012; Shane and Stuart 2002; Unger et al. 2011). Besides individual factors, 
organizational and environmental factors are indicated to influence new venture 
success. Research in this context shows that certain factors, such as market scope, 
firm age, size of founding team, and financial resources impact new venture suc-
cess (e.g., Song et  al. 2008; Stucki 2014). While research already shows exten-
sive insights about how individuals and founding teams influence new venture 
success, studies covering organizational and environmental factors remain rather 
scarce.

A lack of market need or a mistimed market entry are major reasons for new 
venture failure. A recent study indicates that a lack of market need in general or as 
a result of a mistimed market entry, is one of the most dominant reasons for new 
venture failure (e.g., CB Insights 2018). Napster, for example, tried to establish the 
first music-streaming platform around the beginning of the new millennium (Webb 
et al. 2009). Internet bandwidth and speed were very limited at this time, and con-
sequently, customers did not adopt the new offering (Bartsch 2017). The later suc-
cess of Spotify shows that under better technological conditions a general market 
need is given. This is only one practical example out of a long list, indicating that 
not the idea in general, rather a wrong timing triggered new venture failure. In con-
trast, studies frequently state that companies, which enter the market very early, can 
achieve a first-mover advantage (Barney 1991; Kollmann et al. 2017; Lieberman and 
Montgomery 1988). However, studies investigating the market entry timing and the 
effect on new venture success are limited, sometimes even contradicting (e.g., Bon-
net and Wirtz 2012; Dobrev and Gotsopoulos 2010; Greve and Seidel 2015; Koll-
mann et al. 2017). By adding the factor of time, we aim to approach a more sophisti-
cated perspective on new venture success literature.
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We extend research on new ventures by investigating the effects of new venture 
market entry timing and new venture success. Applying the concepts of diffusion 
of innovations (Rogers 2003) and technology acceptance (Davis 1989) on entrepre-
neurs, we argue that their new ventures accept and make use of new technologies 
similar to users. Analogical to the diffusion of innovations, the amount of new ven-
ture creations focusing on a certain technology proceeds as bell curve over time, 
which we refer to as a ‘technology wave’. We hypothesize that a new venture’s mar-
ket entry timing within a technology wave influences its success. At the beginning of 
a technology wave, stakeholder (e.g., investors) behave risk and uncertainty-averse, 
which is the result of missing information that creates a legitimacy vacuum for new 
technologies (Dobrev and Gotsopoulos 2010). With increasing technology accept-
ance and information distribution, risk and uncertainty diminish over time. How-
ever, the saturation and the resulting competition increases with more and more new 
ventures entering the market, which in turn leads to higher investment risks. Taken 
together, we argue that new venture market entry timing (i.e., higher temporal dis-
tance to technology wave peak) negatively affects new venture success. Moreover, 
based on the concept of uncertainty avoidance, we argue that geographical uncer-
tainty avoidance influences the willingness to take risks. Regions that are character-
ized by lower or higher uncertainty avoidance are hypothesized to mitigate or inten-
sify the negative relationship between new venture timing and new venture success.

We contribute to the entrepreneurship literature by extending research on new 
venture success. Timing is an important, but so far underrepresented organizational 
factor, which helps to better understand the high failure rates of new ventures. We 
link the user-centric concepts of diffusion of innovations and technology acceptance 
and argue that similar logics can be used to conceptualize firm-centric technology 
waves, which depict the amount of technology new venture formations. The position 
of a focal new venture within a technology wave is revealed to influence its success. 
Moreover, we add the geographical context as an environmental factor that deter-
mines new venture success. Knowing the timing effect and the influence of geo-
graphical uncertainty avoidance tendencies, new ventures have to carefully consider 
their market entry timing and the location of their new venture formation.

2  Theory and hypotheses

2.1  Entrepreneurship and new venture success

Entrepreneurship is vital to the progress of every economy and society. In particu-
lar, entrepreneurship is commonly regarded as a crucial engine to drive innovation 
in products and services (Schumpeter 1934) and as the reason why new ventures 
emerge (Hitt et  al. 1999; Langlois 2007; Robinson and McDougall 2001). Identi-
fying new products, new markets, new ways of organizing, and new processes in 
response to technological change build the foundation of every entrepreneurial 
concept (Eckhardt and Shane 2011; Schumpeter 1934). The awareness that such 
activities have profound effects on employment and economic growth (e.g., Baumol 
1993; McGrath 1999) is a major reason for the increased interest in entrepreneurship 
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(Davidsson and Wiklund 2001; Minniti and Bygrave 1999). Research shows that 
entrepreneurship contributes especially to economic growth in higher-income coun-
tries (Acs and Amorós 2008; Carree and Thurik 2008; Minniti and Lévesque 2010; 
Valliere and Peterson 2009). In this vein, Audretsch and Keilbach (2008) reveal that 
entrepreneurial activities foster economic performance and growth, especially in 
knowledge-intensive industries. Indeed, not all entrepreneurial activities (e.g., rent 
seeking) promote economic growth (Baumol 1990). Nevertheless, high-expectation 
or high-growth-potential entrepreneurial activities, particularly in the form of ambi-
tious high-technology new ventures (Terjesen et al. 2016), foster economic growth 
(Terjesen et al. 2016; Valliere and Peterson 2009; Wong et al. 2005). Therefore, nov-
elty rising from technological innovations, and the resulting value creation for the 
economy, are central aspects of entrepreneurship (Davidsson and Wiklund 2001).

Entrepreneurship can be described along a process, which starts with a simple 
idea and ideally ends in a well-functioning, successful new venture. While for a long 
time researchers defined the field of entrepreneurship only in respect to entrepre-
neurs and their actions, recent academic research has focused on various aspects of 
the entrepreneurial process (e.g., Eckhardt and Shane 2003; Shane and Venkatara-
man 2000; Venkataraman 1997). An entrepreneurial process generally consists of 
the stages discovery and/or creation, evaluation, and exploitation of entrepreneur-
ial opportunities (e.g., Grichnik 2006; Shane and Venkataraman 2000; Short et al. 
2010). Focusing on how these entrepreneurial opportunities are triggered through 
innovations, recently a new research stream emerged: technology entrepreneurship 
(Beckman et  al. 2012a). Technology entrepreneurship “focuses on new ventures 
where developments in science or engineering constitute a core element of the entre-
preneurial opportunity” (Beckman et al. 2012b: 203). These developments typically 
require various actors that ultimately shape an emerging technology, for instance in 
the discovery or creation stage (Garud and Karnøe 2003). Although the beginning 
of an entrepreneurial process can be shaped by either an individual entrepreneur or 
various actors, both types ideally result in the creation of a new venture. Unfortu-
nately, most of the newly created ventures fail during the first years and only a few 
are able to achieve long-term success (e.g., Song et al. 2008, 2010).

The question of ‘why some new ventures are successful and manage to grow, 
while the majority does not’, is central to the field of entrepreneurship (e.g., Davids-
son et al. 2006; Delmar et al. 2003; Eckhardt and Shane 2011). Traditional entrepre-
neurship literature mainly refers the success and failure of new ventures to individual 
attributes (Gartner 1988; Garud and Karnøe 2003). For instance, various behavioral 
and cognitive aspects of entrepreneurs and the corresponding founding teams, that 
undergo the entrepreneurial process, influence the success of new ventures. West 
(2007), for example, analyzed a sample of new ventures in three technology-based 
industries and reveals an U-shaped relationship between collective cognition and 
new venture performance. Highly uniform views as well as extremely divergent 
views among top management team members negatively affect new venture perfor-
mance, while a balanced level of differencing opinions in the top management team 
leads to higher performance (West 2007). Moreover, research indicates that found-
ers’ knowledge and experience shape new venture performance (Carroll and Mosa-
kowski 1987; Li et al. 2012; Shane and Stuart 2002; Unger et al. 2011). Delmar and 
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Shane (2006) test the effect of founding team industry and new venture experience 
on the survival and sales rates of 223 new ventures in Sweden. The authors indicate 
that founding team experience enhances new venture success, even though these 
effects are non-linear and might vary with venture age (Delmar and Shane 2006). 
Dencker and Gruber (2015) further specify the industry aspect and reveal that dif-
ferent industries show different risk and opportunity potentials, hence, new venture 
performance potentials depend on the industry in which the venture is founded. To 
gain a more profound picture of the aspect of prior experience, Eesley and Roberts 
(2012) differentiate between entrepreneurial talent and founding experience in order 
to examine their relative effects on new venture performance. The authors indicate 
that experience enhances new venture performance when the market or technology 
is familiar (Eesley and Roberts 2012). Entrepreneurial talent, in contrast, becomes 
effective when the new venture’s context is unfamiliar (Eesley and Roberts 2012). 
Moreover, entrepreneurs with high levels of social capital, such as networking abil-
ity, are more successful because the founders’ professional social networks provide 
required means, such as information and resources (Shane and Stuart 2002; Sig-
mund et al. 2015; Spiegel et al. 2016).

Besides individual factors, organizational and environmental factors are indicated 
to influence new venture success. Market scope, firm age, size of founding team, 
financial resources, and the existence of patent protection impact new venture suc-
cess (Song et  al. 2008). In particular, financial constraints negatively impact firm 
survival (Stucki 2014). In contrast, the degree of novelty of a business idea posi-
tively influences new venture success (Shepherd et al. 2000). Song and colleagues 
(2010) confirm this relationship and show that products based on ideas that reflect 
both, technology development and an analysis of customer needs, correlate with 
new venture success. Nevertheless, organizational and environmental factors seem 
underrepresented in research. While research already shows insightful guidance how 
individual and founding team characteristics influence new venture success, studies 
covering organizational and environmental factors remain rare. Therefore, a holistic 
research agenda is still missing and current literature calls for research on these fac-
tors (von Briel et al. 2018; Davidsson 2015; Nambisan 2017; Ramoglou and Tsang 
2016). Especially new concepts, such as technology acceptance (e.g., Kohl et  al. 
2018) and diffusion of innovations (Compagni et al. 2015; Rogers 2003) seem prom-
ising to better understand why some firms establish their technology in the market 
and hence survive, while most fail.

2.2  Diffusion of innovations and technology acceptance

According to Rogers (1962, 1995, 2003), the diffusion of an (technological) inno-
vation proceeds as a bell curve over time. At the very beginning of a technology’s 
introduction, only a few ‘innovators’ engage with the new technology. Their risk 
tolerance allows them to adopt technologies that may ultimately fail, as abundant 
financial resources help them to tolerate these failures (Rogers 2003). Afterwards, 
‘early adopters’ accept the new technology. They are more discreet in adoption 
choices than innovators but still exhibit a high social status, financial liquidity, and 
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advanced education (Rogers 2003). In the subsequent passage of time, the ‘early 
majority’, which have an above average social status, becomes willing to adopt to 
the new technology (Compagni et al. 2015; Rogers 2003). At the end of the early 
majority group, the assumed bell curve reaches its peak level. After the peak of dif-
fusion, the ‘late majority’ and the ‘laggards’ adopt to the technology. While the late 
majority approaches an innovation with a high degree of skepticism, laggards show 
an aversion towards change (Rogers 1962, 2003). Following the temporal diffusion, 
the adoption of a technological innovation can be depicted as a bell curve over time. 
Current research frequently adopts this model and investigates factors that foster or 
hinder the diffusion of innovations (e.g., Chong et al. 2012; Wang et al. 2016). In 
this context, technology acceptance is revealed as a promising factor that promotes 
the diffusion of technology enabled innovations (e.g., Chong et  al. 2012; Davis 
1989; Wang et al. 2016).

The Technology Acceptance Model proposes that two particular beliefs, ‘per-
ceived usefulness’ and ‘perceived ease of use’, are of primary relevance in order 
to understand why individuals accept or reject new technologies (Davis et al. 1989; 
Hwang 2005; Venkatesh et al. 2016). Perceived usefulness refers to “the degree to 
which a person believes that using a particular system would enhance his or her job 
performance” (Davis 1989: 320). Perceived ease of use, in contrast, refers to “the 
degree to which a person believes that using a particular system would be free of 
effort” (Davis 1989: 320). Perceived usefulness and perceived ease of use determine 
the strength of the ‘behavioral intention’ to use a technological innovation, which 
ultimately leads to its actual usage (Davis 1989; Miltgen et al. 2013). Consequently, 
if individuals belief that the use of a certain technology might not enhance their 
job performance or involves too much time and effort, the spread of a technologi-
cal innovation is impeded (Davis 1989; Miltgen et al. 2013). Moreover, researchers 
emphasize the importance of ‘risk perception’ for user acceptance (for a review, see 
Venkatesh et al. 2016). Siegrist (2000), for example, indicates that trust influences 
risk perception, which in turn, directly influences technology acceptance. Testing 
the relation of risk perception and technology acceptance for different technological 
innovations, Miltgen and colleagues (2013) confirm that privacy risk is important 
for end-user acceptance of biometrics. Similarly, Martins and colleagues (2014) ver-
ify that risk perception is an important factor for internet banking. Thus, the Tech-
nology Acceptance Model comprises further determinants that influence individu-
als’ decision to accept and adopt a new technology and, consequently, contribute to 
its diffusion.

Technology acceptance and the diffusion of innovations are both user-centric 
models that explain how individual user accept and adopt new technological inno-
vations. However, considering a firm-centric view, the question arises how entre-
preneurs accept and adopt new technologies and, consequently, make use of these 
technologies through new venture formations. We argue and conceptualize that 
arguments of the user-centric concepts of diffusion of innovations and technology 
acceptance can be transferred to a firm-centric perspective, especially in the context 
of new ventures. New ventures are mainly characterized by its entrepreneur as an 
individual, in contrast to established organizations with long histories, routines, and 
path dependencies (Hannan and Freeman 1984; Leonard-Barton 1992). Therefore, 
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arguments explaining individual acceptance of technologies and the subsequent dif-
fusion of innovations seem applicable to entrepreneurs and their new ventures.

We argue that the technology acceptance of entrepreneurs leads to a diffusion of 
technological innovation through new venture formations. The early stage of emerg-
ing technologies is accompanied by great uncertainty regarding the technology’s 
future success (Kohl et al. 2018). Perceived usefulness and ease of use are hard to 
estimate a priori for entrepreneurs and the lack of information about technology 
acceptance of potential customers will increase the perceived risk (Geroski 2000). 
Only entrepreneurs with a high risk tolerance will accept the new technology and 
thus create a new venture. The initial creation of some new ventures that engage 
in the new technology will lead to first customers, which hazard the consequence 
of technological failure and adopt to new technologies in early stages. Innovative 
entrepreneurs seek to attract innovative customers for the initial acceptance and dif-
fusion of the new technology. Subsequently, as a rising number of customers use 
the new technology, information and experiences about the usefulness and ease of 
use becomes more readily available (Geroski 2000; Greve and Seidel 2015). With 
decreasing perceived risk, technology acceptance increases, which in turn, attracts 
early adopting customers (Siegrist 2000). An increasing amount of customers 
heightens the technology and market attractiveness, which leads to a rising number 
of new venture formations that focus on the technology. This mechanism of decreas-
ing risk perception, increasing information about the usefulness, and increasing 
technology acceptance will persist and, consequently, attract more and more cus-
tomers. An increasing amount of new ventures tries to satisfy the demand. With the 
majority of the general public accepting and adopting the technology, the diffusion 
of the innovation reaches its peak. This environment leads to the time where most 
new ventures emerge in the market.

However, the increasing emergence of new ventures also fosters competition, 
which mitigates the market attractiveness. After the peak of diffusion, even individu-
als that display a high risk aversion finally start to accept the technology, until the 
technology is completely diffused (Davis et al. 1989). Yet, at this stage, the amount 
of customers only increases at a decreasing rate (Davis et al. 1989). Since existing 
ventures also try to grow further within the existing market, rivalry increases among 
competitors, which lowers market attractiveness. Consequently, a decreasing amount 
of new ventures enters the market.

Taken together, we propose that the creation of new ventures (i.e., amount of 
new ventures focusing on a certain technology) proceeds as a bell curve over time, 
henceforward referred to as a ‘technology wave’. Figure 1 illustrates selected tech-
nology waves. However, how the position of a focal new venture within a technol-
ogy wave influences its success remains unclear.

2.3  Market entry timing and new venture success

New ventures entering the market very early face a legitimacy vacuum for the 
focused new technology and, consequently, are less successful. At the beginning of a 
technology wave, new ventures face no or only few competition and can profit from 
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a period of monopoly until the entrance of competitors (Choi and Shepherd 2004). 
Prior studies link new ventures that enter a market very early to a first-mover advan-
tage (Barney 1991; Kollmann et al. 2017; Lieberman and Montgomery 1988). How-
ever, at an early stage, new ventures are typically characterized by low information 
density, resulting from venture size and age (Dos Santos et al. 2011), thus facing a 
‘liability of newness’ (Dobrev and Gotsopoulos 2010; Tucker et al. 1986). New ven-
tures mostly cannot provide past financial information, as required by most investors 
(Waleczek et al. 2018). Investors need to trust in the success of a business idea and 
abilities of the entrepreneur or the belonging team without having a true guarantee 
of the new venture’s competence and financial development (Waleczek et al. 2018). 
This condition itself leads to investor hesitation. Furthermore, investing in new tech-
nologies poses an additional risk, as technology acceptance and, consequently, inno-
vation diffusion remains unclear (Kohl et al. 2018). The combination of a liability of 
newness and the differentness to established technologies creates a legitimacy vac-
uum (Dobrev and Gotsopoulos 2010; Kimberly 1979). This legitimacy vacuum is 
accompanied by an increased investors risk and hence, lower possibilities of funding 
(Dobrev and Gotsopoulos 2010). Consequently, new ventures entering the market at 
the beginning of a technology wave are indicated to be less successful.

New ventures that enter the market around the peak of a technology wave are 
argued to show higher success rates. After some time, the infrastructure develops 
and a rising number of new ventures adapt the technology. As initial and early adop-
ters share their experience, the perceived usefulness and the perceived ease of use 
progressively become apparent to the public (Geroski 2000; Greve and Seidel 2015). 
Information is distributed among all stakeholders, the associated uncertainty and 
risk decrease gradually, and technology acceptance rises, which in turn, heightens 
the legitimacy for new ventures focusing on a new technology (Dobrev and Gotso-
poulos 2010). Increasing legitimacy paves the way for important resources that are 
essential for new venture success (Bitektine and Haack 2015; Suchman 1995). Thus, 

0

20

40

60

80

100

120

140

160

180

200

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

A
m

ou
nt

 o
f n

ew
 v

en
tu

re
s

3D Printing Crowdsourcing
Near Field Communication QR Codes

Fig. 1  Technology waves for selected technologies based on company founding years retrieved from 
CrunchBase



1003

1 3

Being at the right place at the right time: does the timing within…

new ventures that enter the market around the peak of a technology wave are indi-
cated to have the highest chances of success.

New ventures that enter the market after the peak of a technology wave are likely 
to show lower success. While these new ventures can build upon increased technol-
ogy acceptance, legitimacy, and consequently, reduced uncertainties (Geroski 2000), 
the late positioning also bears major challenges. The competition within the market 
is high and new ventures struggle to compensate for the time advantage of competi-
tors, who entered the market at an earlier stage and arises from already set standards, 
gained reputation, or increased switching costs (Lieberman and Montgomery 1988). 
Based on the market saturation, fewer customers will engage with the new venture 
and again, investors perceive a rising investment risk. Thus, new ventures entering 
the market at the end of a technology wave are indicated to be less successful.

Taken together, we hypothesize that a new venture’s position within a technology 
wave (i.e., market entry timing) influences its success. At the beginning of a technol-
ogy wave, new ventures are hypothesized to show lower success, because of a legiti-
macy vacuum and risk-averse stakeholders. The more the technology is accepted, 
the more legitimacy for new ventures emerges, which heightens the possibility of 
new venture success. However, rising competition and market saturation increases 
the investment risk again. Hence, new ventures entering the market at the end of a 
technology wave are hypothesized to show lower success. Combing these effects, we 
argue that the temporal distance (i.e., timely distance of market entry to technology 
wave peak) negatively affects new venture success. Put formally:

Hypothesis 1 The higher the temporal distance (between market entry timing and 
the peak of technology wave), the lower the new venture success.

2.4  Geographical uncertainty avoidance tendencies

Entrepreneurial activity differs between geographical contexts. According to insti-
tutional theory, organizations are influenced by the society in which they operate 
(DiMaggio and Powell 1983; Granovetter 1985). Consequently, organizational 
behavior reflects societal values and attitudes, e.g., towards authority, trust, com-
munication, participation, or uncertainty (Tayeb 1988). In this vein, Kanter (1983) 
reveals that different organizational behavior influences the rate of innovation gen-
eration and adoption. As organizational behavior is shaped by individuals, cultural 
differences can explain national differences in innovation rates and entrepreneurial 
activities (Cullen et al. 2014; Shane 1993). In particular, the rates of innovation are 
most closely associated with the cultural value of uncertainty avoidance (Shane 
1993). Uncertainty avoidance generally refers to a society’s tolerance towards the 
unknown, their resistance to change, and risk aversion (Hofstede 1980, 2001).

Uncertainty avoidance varies depending on the geographical context and thus 
determines regional new venture activities. Research shows that uncertainty 
avoidance has a significant negative influence on risk-taking levels on an organi-
zational level (Gartner et  al. 2008; Kreiser et  al. 2010). On an individual level, 
low uncertainty avoidance leads individuals to develop a greater willingness to 



1004 F. Schlichte et al.

1 3

take risks (Hofstede 1980). Table 1 shows the country-specific uncertainty avoid-
ance index (Hofstede 2015). As illustrated, uncertainty avoidance varies among 
countries, which influences the society’s willingness to take risk, and therefore, 
the engagement with new ventures.

Based on geographical uncertainty avoidance, the geographical context moder-
ates the relationship between new venture timing and new venture success. Trans-
ferring cultural dimensions to the Technology Acceptance Model, Hwang (2005) 
reveals that uncertainty avoidance of users influences the perceived usefulness 
and ease of use of technologies. Individuals from uncertainty avoiding soci-
eties are more restrained to accept new technologies (Hwang 2005). Given the 
high uncertainty and risk at the beginning as well as the high risk at the end of 
a technology wave, individuals from uncertainty avoiding cultures are less likely 
to engage with new ventures. The level of uncertainty avoidance in a certain 
region, is likely to moderate technology acceptance of customers and investors, 
and hence, new venture success. More precisely, regions that are characterized 
by lower uncertainty avoidance are likely to mitigate the relationship between 
new venture timing and new venture success. In contrast, regions that are char-
acterized by higher uncertainty avoidance are likely to intensify the relationship 
between new venture timing and new venture success. Put formerly:

Hypothesis 2 The relationship between new venture timing and new venture success 
is mitigated in regions of low uncertainty avoidance and intensified in regions of 
high uncertainty avoidance.

Table 1  Country-specific 
uncertainty avoidance index 
(Hofstede 2015)

Country Uncertainty 
avoidance

Country Uncertainty 
avoidance

Sweden 29 Italy 75
Great Britain 35 Croatia 80
Ireland 35 Hungary 82
Norway 50 Bulgaria 85
Slovak Republic 51 France 86
Netherlands 53 Spain 86
Switzerland 58 Slovenia 88
Finland 59 Romania 90
Estonia 60 Serbia 92
Latvia 63 Poland 93
Germany 65 Belgium 94
Lithuania 65 Russia 95
Austria 70 Malta 96
Luxembourg 70 Portugal 104
Czech Republic 74 Greece 112
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3  Method and data

3.1  Sample

We test our hypotheses using a European sample of 727 new ventures. In doing 
so, we first collected technologies of the last decades that significantly shaped our 
economic landscape, such as 3D printing, cloud computing, or near field com-
munication. To validate our identified technologies, we compared our results 
with technologies listed in established models and literature, e.g., the Gartner 
Hype Cycle or the MIT Technology Review. In total, we identified 39 technolo-
gies. Second, we collected data of European new ventures listed in CrunchBase 
(www.Crunc hBase .com). CrunchBase is a public database that provides a sub-
stantial overview of technology-related venture creations, including information 
about founding year, headquarter location, industrial sector, number of employ-
ees, number of financing rounds received as well as the amount raised. Third, we 
matched the identified technologies with the ventures represented in CrunchBase.

3.2  Dependent variable

New venture success, captured as number of funding rounds, serves as our 
dependent variable. Success variables, such as sales, return on assets, market 
capitalization, or value-based models, are established measurements that are fre-
quently used to measure firm performance (Short et al. 2009). In entrepreneurship 
research, these measurements are difficult to apply, as new ventures are typically 
reluctant to provide such sensitive data and usually are not profitable yet. When 
deriving data from interviews or surveys, self-reported performance measures 
like sales, sales scores (e.g., Gao et al. 2010), or revenue growth (e.g., Sigmund 
et al. 2015) are commonly used. However, using self-reported performance meas-
ures is challenging for scholars that investigate new venture success on a large 
scale (Chandler and Hanks 1993; Su et al. 2015). Consequently, alternative meas-
ures have to be used to depict new venture success. Research shows that new ven-
ture performance is positively influenced by the ability to acquire resources (Cai 
et  al. 2014). In particular, financial resources and thus the funding that a new 
venture can acquire plays a decisive role for its survival and success (Alexy et al. 
2012; Audretsch et al. 2012; Croce et al. 2018; Mann and Sager 2007). Especially 
new ventures that operate in high-tech sectors typically require several funding 
rounds at short intervals of time in order to develop and commercialize their 
products and services (Gompers 1995; Ter Wal et  al. 2016). Various founding 
rounds signal trust and belief in new ventures and the technological innovation, 
as investors can evaluate and terminate the investment after each round. Thus, 
prior studies reveal number of founding rounds to be an adequate proxy for new 
venture success (Gompers and Lerner 2001; Mann and Sager 2007). Following 
this approach, we operationalize new venture success as the venture’s ability to 

http://www.CrunchBase.com
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attract various funding rounds. We operationalize additional new venture suc-
cess variables to underline our selected measure, as discussed in the robustness 
section.

3.3  Independent variables

3.3.1  Time to peak

We calculated the market entry of a new venture in relation to the peak of a technol-
ogy wave as our independent variable. As illustrated in Fig. 1, the amount of new 
ventures, covering certain technologies proceed as technology waves. The peak of a 
technology wave is defined as the year with the most new venture formations focus-
ing on a particular technology. To avoid inaccuracies, we only included completed 
technology waves. In sum, we used 17 technologies as displayed in the Appendix. 
Following our hypothesis that new ventures are more likely to be successful when 
they found their business around the peak of a technology wave, we calculated the 
temporal distance between every new venture’s founding date and the peak of the 
technology wave to which they contribute. We used the absolute time distance to test 
positive and negative deviations within one model. Figure  2 illustrates the opera-
tionalization of our independent variable. Again, we performed additional tests to 
underline the robustness of our technology wave operationalization, as discussed in 
the robustness section.

3.3.2  Geographical context as moderator

Geographical context, operationalized as a dummy variable, serves as our mod-
erating variable. To test our hypothesis that the geographical context of new ven-
tures and its stakeholders moderates the chances of success, we identified two 
different areas in our sample. Following Hofstede’s (2015) classification, Table 1 
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presents the values of all countries that were included in our sample. We used 
countries with lower uncertainty avoidance than the median of our sample as 
regions that are characterized by low uncertainty avoidance. Consequently, the 
dummy variable equals the value 1 if the new venture’s headquarter is located in 
a region with below median uncertainty avoidance and 0 for regions with above 
median uncertainty avoidance.

3.3.3  Controls

We controlled for numerous factors that have been revealed in prior studies to influ-
ence new venture success. First, we controlled for firm age, because newly-founded 
firms have had less time to acquire various funding rounds (Schmidt et  al. 2018). 
We used the natural logarithm of firm age (e.g., Justo et al. 2015). Second, we con-
trolled for firm size, as research shows that firm size influences new venture survival 
(Sigmund et al. 2015). As CrunchBase only provides intervals (e.g., ‘1–10’, ‘11–50’, 
and so forth) of employees, we had to code the given intervals as consecutive num-
bers to measure firm size. We used the natural logarithm of this coding (e.g., Shu 
et al. 2014; Stam and Elfring 2008). Third, we included founding team size as the 
number of founders, because team size is an important indicator of the human capi-
tal available in a new firm (Dencker and Gruber 2015; Gruber et  al. 2008; Song 
et  al. 2008). Fourth, we incorporated the total funding amount a new venture has 
received so far as an indicator of its previous development (Croce et al. 2018). Fifth, 
we included the annual total venture capital that was invested in Europe, in order to 
control for years where the general capital market was exceedingly high in volume. 
Due to missing data and rather short time periods that report the total European ven-
ture capital amount, we aim to create a control variable that is less sensitive to inac-
curacies. We divided the total venture capital in a focal year by the average venture 
capital per year over the complete time-horizon. The control variables maintain the 
calculated value when the result exceeds the average venture capital and were set 
one otherwise. Thus, the variable controls for years with over-proportionally high 
amounts of venture capital in the market. Sixth, we controlled for multiple assign-
ments, because new ventures can focus on more than one technology. Seventh, the 
focused technology in general can influence a new venture’s long-term success 
(Dencker and Gruber 2015). Despite the possibility of general failure of a technol-
ogy’s diffusion, different technologies can vary in their cost intensity for new ven-
tures and, consequently, affect new venture’s requirement for various funding rounds 
(Schmidt et al. 2018). In line with Block and Sandner (2009), we included technol-
ogy dummies. Eighth, we controlled for the stage (e.g., seed stage, early-stage) the 
new venture was in (Croce et al. 2018) via capital series dummies. Ninth, we con-
trolled for regional differences by including regional dummies (Alexy et al. 2012; 
Sorenson and Stuart 2001), as countries with a general higher provision of capital or 
structures that foster new venture creation might positively influence regional new 
venture funding and success. Lastly, we included year dummies to account for gen-
eral business cycle effects that might influence the provision of capital (Alexy et al. 
2012).
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3.4  Model

A Poisson regression model seems generally appropriate, because our dependent 
variable, number of funding rounds, takes on non-negative integer values (count 
variable). However, a likelihood ratio test showed significant evidence of overd-
ispersion, meaning that the conditional variance exceeded the conditional mean 
(Greene 2003). Consequently, we applied a negative binomial regression model 
to test our hypotheses. Negative binomial regression models generalize Poisson 
models by introducing an individual unobserved disturbance term (Hardin and 
Hilbe 2007; Hausman et al. 1984).

4  Results

Table  2 summarizes the statistics and pairwise correlation for the variables in 
our study. As the correlations between firm age and time to peak (β = 0.80), and 
firm age and venture capital intensity (β = – 0.87) are critically high, we had to 
remove firm age from the analysis. Notably, we received similar results after we 
excluded firm age. Apart from firm age, no critically high correlation is included 
in our model. Thus, multicollinearity is not supposed to be a problem in our 
model.

Table  3 shows the results of our negative binomial regression analysis on 
new venture success. Model 1 is the control model showing that firm size, the 
total funding amount, and multiple assignments have a significant influence on 
new venture success. The included technology dummies are significant for Data 
Center (β = – 0.834; p < 0.001) and QR Codes (β = – 0.617; p < 0.05), indicating 
that new ventures focusing on these technologies are generally less likely to be 
successful. Furthermore, the regional dummies of Norway (β = 0.435; p < 0.05), 
Sweden (β = 0.515; p < 0.05) and Latvia (β = 0.532; p < 0.05) are positively and 
significantly related to new venture success, while Luxemburg (β = – 0.428; 
p < 0.05) has a negative and significant impact. The year dummies are significant 
and positive for the years 2006, 2008, 2012, and 2014.

In Model 2, we test our Hypothesis 1, which indicates a negative relation-
ship between time to peak and new venture success. The results show a nega-
tive (β = – 0.071) and significant (p < 0.01) relationship, hence, supporting our 
Hypothesis 1. Model 3 tests our Hypothesis 2 and reveals that the geographical 
context of low uncertainty avoidance has a positive (β = 0.037) and significant 
(p < 0.05) influence on the baseline hypothesis. Consequently, high uncertainty 
avoidance has a negative (β = – 0.037) and significant (p < 0.05) influence on 
the baseline hypothesis. Hence, the results support our Hypothesis 2. Figure 3 
graphically depicts our results. Low uncertainty avoidance mitigates the base-
line relationship, while high uncertainty avoidances intensifies the relationship 
between new venture timing and new venture success.
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5  Additional robustness checks

We performed several additional tests to check the robustness of our results. To 
ensure robustness of our dependent variable, we used two alternative measurements 
of new venture success. First, in line with recent research (Croce et al. 2018), we 
operationalized new venture success via the total amount of funding raised by a 
new venture. Second, we used our firm size control variable as dependent variable 
and, thus, as an alternative success measurement (Chaganti et al. 2008; Ensley et al. 
2006). We obtained similar results for total amount of funding (β = – 1,202,786; 
p < 0.05) and number of employees (β = − 0.048; p < 0.01) as dependent variable.

Furthermore, to ensure robustness of our independent variable, we used two 
alternative measurements to operationalize time to peak. First, patent data is a 

Table 3  Negative binomial regression to predict new venture success

t statistics in parentheses; n = 727; Technology, capital series, regional, and year dummies included, but 
not displayed
+p < 0.10
*p < 0.05
**p < 0.01
***p < 0.001

Variables New venture success

Model 1 Model 2 Model 3

Firm size (log) 0.232** 0.250*** 0.254***
(3.18) (3.43) (3.49)

Size of founding team − 0.008 − 0.008 − 0.008
(− 0.41) (− 0.37) (− 0.37)

Total funding amount (in million) 0.000*** 0.000*** 0.000***
(4.82) (4.47) (4.38)

Venture capital intensity 0.131 − 0.452* − 0.389+
(0.98) (− 2.02) (− 1.78)

Multiple assignments 0.066* 0.054* 0.054*
(2.38) (1.98) (2.01)

Time to peak (abs) − 0.071** − 0.088***
(− 3.26) (− 4.14)

Low uncertainty avoidance − 0.140
(− 0.74)

Time to peak (abs) × low uncertainty avoid-
ance

0.037*

(2.50)
Constant 0.020 1.767** 1.684**

(0.05) (2.67) (2.65)
Log likelihood − 6.505 − 15.84*** − 17.42***

(− 0.45) (− 16.53) (− 111.96)
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frequently used variable to measure overall innovation (Eckhardt and Shane 2011; 
Shane 1993). We collected the annual patent applications for each technology from 
the European Patent Office (www.epo.org). We identified the technology wave peak 
as the year with the highest increase in patent applications. Subsequently, we cal-
culated the new venture’s position, in line with our main independent variable, as 
absolute time distance between new venture foundation and patent data peak. We 
obtained similar results (β = – 0.032; p < 0.05). Second, we operationalized the peak 
of a technology as the year with the highest media attention, as media coverage can 
be seen as a proxy for user-centric technology acceptance. To this end, we gath-
ered data of the five major publishing houses in Europe, which are available in the 
Nexis database (www.nexis .com). We collected the amount of articles that referred 
to a specific technology every year and determined the peak of a technology as the 
year with highest media attention. We limited the search process to the five major 
publishing houses in Europe since over time more and more newspapers, internet 
references, and press agencies are added to the database, which are likely to distort 
the results. Relying on the same data source seems beneficial in order to measure the 
public attention upon a certain technology. We calculated the new venture’s posi-
tion, in line with our main independent variable, as absolute time distance between 
new venture foundation and media attention peak. We obtained similar results 
(β = – 0.029; p < 0.05). Furthermore, to test the robustness of the selected publishing 
houses, we successively excluded one of the publishing houses from the variable. 
We obtained similar and, consequently, robust results.

Moreover, we ran two sub-sample analyses. First, in order to specifically com-
pare the timing effect before and after the peak of a technology wave, we split 
the sample and tested the left side (before the peak of a technology wave) and the 
right side (after the peak of a technology wave) separately. Our results, confirm our 
main hypothesis, as the left side shows a positive and slightly significant relation-
ship (β = 0.089; p < 0.1), while the right side exhibits a negative and significant 
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relationship (β = – 0.217; p < 0.01). In addition, we examined the peripheral areas of 
the technology wave, namely the first 10% (i.e., front-runner) and the last 10% (i.e., 
laggards) of a technology wave in separate models. The results confirm our hypoth-
esis. Front-runner show a positive and significant (β = 0.006; p < 0.001) and laggards 
a negative and significant relationship (β = – 0. 318; p < 0.05).

Second, we analyzed the technology waves for the various technologies in detail 
by running a sub-sample analysis. Most technologies show results in line with our 
main hypothesis. While most technologies support our hypothesis, a few technol-
ogies (Biometrics, Video on Demand, and QR Codes) do not follow this pattern. 
Notably, these technologies only show a limited number of observations. Neverthe-
less, as we were testing all technologies independently as well as leaving out every 
technology successively without considerable changes in our main effects, we are 
confident that our findings are not driven by a single technology.

6  Discussion

This study investigates the effect of new venture market entry timing and geographi-
cal context on new venture success. Based on the concepts of the diffusion of inno-
vations and technology acceptance, we argue that the amount of new ventures over 
time, covering a certain technology, proceeds as a technology wave. Taking into 
consideration stakeholders’ perception of risk and uncertainty, fewer stakeholders 
engage with new ventures at the beginning and the end of a technology wave, which 
lowers the probability of new venture success. Our findings indicate that new ven-
tures, which are founded around the peak of a technology wave, are more likely to 
be successful. Therefore, we reveal a negative linear relationship between time and 
peak within a technology wave and new venture success. Furthermore, we hypoth-
esize and test the uncertainty avoidance level of geographical regions as a modera-
tor, which mitigates or intensifies the baseline relationship. Our findings reveal that 
a low level of uncertainty avoidance weakens the relationship between new venture 
timing within a technology wave and new venture success. In contrast, regions that 
exhibit high uncertainty avoidance are shown to intensify the relationship between 
new venture timing within a technology wave and new venture success.

6.1  Theoretical and practical implications

Our study makes several contributions. First, we contribute to technology accept-
ance literature. By linking the concepts of diffusion of innovations and technology 
acceptance, we incorporate the important time dimension to better describe how 
new ventures accept and adopt new technologies over time (e.g., Chong et al. 2012; 
Davis 1989; Wang et  al. 2016). As demanded by Chong and colleagues (2012), 
we measure the diffusion of technologies across time and investigate how adop-
tions changes at various stages of diffusion. We conceptualize that arguments of the 
user-centric concepts of diffusion of innovations and technology acceptance can be 
transferred to a firm-centric perspective, especially in the context of new ventures. 
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In early stages, entrepreneurs accept a new technology, similar to users, and form 
their new venture around this technology. Thus, the formation of new ventures (i.e., 
amount of new ventures focusing on a certain technology) proceeds as a bell curve 
over time, namely a technology wave, as displayed in Fig. 1. Subsequently, we show 
that the diffusion of innovations and technology acceptance among new ventures 
and users proceed equally, as both are dependent on and reinforcing each other. This 
finding helps to understand the market dynamics of the interplay between new tech-
nologies and new venture formations. As requested by Venkatesh and colleagues 
(2016), we incorporate and clarify the time dimension in the Technology Accept-
ance Model, which helps to better understand user perceptions of technologies, 
especially their procedure over time.

Second, and equally important, we contribute to the entrepreneurship literature. 
Despite the strong academic interest in new venture success factors, most stud-
ies focus on individual characteristics of the entrepreneur (e.g., Delmar and Shane 
2006; Gartner 1988; Garud and Karnøe 2003; Li et  al. 2012). Organizational and 
environmental factors seem underrepresented in current research. Scholars have 
called for more consideration of factors, such as temporality in organizational theo-
rizing (George and Jones 2000; Short and Payne 2008). We contribute to entrepre-
neurship literature by conceptualizing and testing time and geographical context as 
important antecedents of new venture success. Both antecedents significantly influ-
ence new venture success, and consequently, provide an answer to the initially raised 
question of ‘why some new ventures are successful and manage to grow, while the 
majority does not’.

Third, we contribute to literature by empirically testing the first-mover advantage 
in the context of new venture formations that focus on new technologies. Prior stud-
ies have suggested that firms can achieve higher market shares (Kerin et al. 1992) 
and an increased brand perception by customers (Kamins et  al. 2007) when they 
are first to market with their new offering. While this might be true for technologi-
cal innovations as well, a higher market share in the early stage of a new technol-
ogy might not turn into an advantage for, at least, two reason: First, low technology 
acceptance and high risk perception of customers can result in a rather limited mar-
ket size at the beginning of a technology wave. Therefore, a high market share does 
not necessarily lead to a performance advantage. Second, and related to the first 
argument, first-mover need to protect and sustain their initial market share until the 
market matures so that they can scale up their business model, and finally, become 
profitable. While this is already challenging for existing firms that enter a new mar-
ket (Lieberman and Montgomery 1988), it is even more challenging for new ven-
tures. As investors perceive low technology acceptance and high risk, new ventures 
struggle to receive sufficient funding, which is needed to protect and develop their 
market share. We find that the magnitude of the left side of the technology wave 
(β = 0.089) is larger than the peripheral area of the first 10%, namely front-runner 
(β = 0.006), thus, second-mover and later entrants show higher success. Conse-
quently, in initial stages, the need for funding seems to outweigh the advantages of a 
high market share of new ventures, at least for new ventures that focus on technolog-
ical innovations that, by nature, require a high resource endowment. At later stages, 
however, when technology acceptance increases and risk perception decreases, 
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more customers and investors engage. In this context, market share might turn into 
an important success determinant of new ventures. Prior studies indicate that firms 
can gain a first-mover advantage, depending on the pace of technology and market 
evolution (Suarez and Lanzolla 2007), but note that a precise knowledge about the 
interplay of technology and market aspects, especially “the cyclical nature of pace”, 
is needed (Short and Payne 2008: 267). We contribute to first-mover advantage lit-
erature, by taking a closer look at the aspect of timing for technology new ventures.

Fourth, we conceptualize and test a measurement construct that seems applica-
ble to detect firm-centric technology acceptance and diffusion over time (e.g., Kohl 
et al. 2018). Relying on new ventures’ formations, we show that the adoption of new 
technologies proceeds as a bell curve over time, which reflects a firm-centric per-
spective. Using media attention, which reflects a user-centric perspective, leads to a 
similar procedure of the bell curve, which supports our argumentation that both con-
cepts are different, but intertwining and reinforcing each other. These results under-
line the existence of technology waves. Additionally, we reveal that both perspec-
tives—user-centric and firm-centric technology acceptance—similarly effect new 
venture success. Technology waves are suitable to further vitalize entrepreneurship 
literature, and hence, gain a more holistic research agenda about new venture suc-
cess and failure.

Our study also shows several practical implications. First, entrepreneurs should 
bear in mind their geographical location, i.e., the headquarters choice. Uncertainty-
avoiding cultures intensify the relationship between timing within a technology wave 
and new venture success. Therefore, new ventures founded in these cultures during 
the beginning or the end of a technology wave are indicated to feel the negative 
impact more strongly. Second, and closely related to the first implication, entrepre-
neurs can consider the uncertainty avoidance level of a region in their public image. 
Entrepreneurs can include the aspect of uncertainty avoidance in investor pitches 
and offer further information to reduce the perceived risk and uncertainty. In the 
customer dialogue, new ventures can try to build a trustworthy image, which also 
seems suitable to reduce uncertainty in early stages. Third, entrepreneurs should 
be aware that their success could be influenced by their market entry timing. When 
engaging with a certain technology, entrepreneurs should analyze the current state 
of a technology. More precisely, the technology acceptance and diffusion. Therefore, 
possibly a disadvantageous positing at the beginning or at the end of technology 
waves could be avoided.

6.2  Limitations and future research

As any empirical study, this study has several limitations, which provide avenues 
for future research. First, regarding our sample, the CrunchBase database provides 
a broad overview of technology-related venture creations. The data in CrunchBase 
is frequently updated and added to by various sources, such as investor networks, 
community contributors, and a data team. Moreover, CrunchBase assures manual 
data validation and additionally employs artificial intelligence and machine learning 
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to validate data accuracy. Nevertheless, the obtained data is largely based on self-
reported company information and hence might lack entire objectivity.

Second, the investor type might influence the funding amount, and hence, new 
venture success. Research indicates that venture capitalists differ in their new ven-
ture valuations (e.g., Röhm et al. 2018). Gompers and Lerner (2001), for example, 
find empirical evidence that corporate venture capitalists assign significantly higher 
new venture valuations than independent venture capitalists. Future research can 
analyze how different investors perceive uncertainty and risk, and consequently, 
influence the relationship of timing within a technology wave and new venture 
success.

Third, we argue that investors, which believe in a new venture and the technol-
ogy it focuses on, will express their trust by investing money in the new venture. 
Consequently, number of funding rounds reflects the acceptance and diffusion of a 
technology and, finally, new venture success. However, the investment decision can 
also be triggered by other factors, such as the fear of missing an opportunity rather 
than the acceptance of the technology by investors. Especially, the comparison of 
investors with their peers might influence their investment decision, which can be 
investigated and included in future studies.

Fourth, our results challenge previous findings that reveal a first-mover advantage 
for innovations (Barney 1991; Kollmann et al. 2017; Lieberman and Montgomery 
1988). We provide evidence that the first new ventures in the market show lower 
success compared to fast-followers. These findings are not inherently contradict-
ing one another, rather future studies can investigate at which degree of newness or 
which type of technology the first-mover advantage turns into a disadvantage. It is 
likely that (technological) innovations that are very different to existent and accepted 
technologies are challenged by a lack of acceptance, which lowers investor engage-
ment. In this context, a lack of funding might outweigh the benefits of market share 
that result from being first in the market. Future research might include the degree of 
newness to verify our argumentation and results, and consequently, to determine the 
turning point from a first-mover advantage to a disadvantage.

Fifth, regarding the concept of uncertainty avoidance, Hofstede’s culture meas-
ures receive a long-standing popularity (Tang and Koveos 2008). Nevertheless, sev-
eral studies have questioned the general applicability of Hofstede’s cultural value 
scores (Taras et al. 2010). For example, the cultural dimension scores fail to capture 
the change of culture over time (Kirkman et al. 2006). Nevertheless, our study does 
not draw on the exact country scores of uncertainty avoidance, but rather focuses on 
general high or low uncertainty avoiding countries. In this context, Tang and Koveos 
(2008) find that uncertainty avoidance reflects a rather stable dimension and is less 
likely to change over time. Nevertheless, future research could reinforce our findings 
by drawing on alternative or updated frameworks (Tang and Koveos 2008; Taras 
et al. 2010).

Sixth, when investigating the effect of new venture market entry timing and geo-
graphical context on new venture success, our study focuses on technological inno-
vations. However, other innovations that are not triggered by technologies, such as 
certain business model innovations, could be influenced by the aspect of timing or 
the geographical context as well. Future research should consider different types of 
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innovations and investigate the effects of timing and the geographical context on 
new venture success. We hope that this study inspires future research to extant entre-
preneurship research.

Appendix

Technologies represented in the sample

3D Printing Image Recognition
Biometrics Location Based Services
Business Intelligence Network Security
Cloud Computing Near Field Communication
Content Delivery Network Private Cloud
Crowdsourcing QR Codes
Data Center Video on Demand
File Sharing Video Streaming
Identity Management
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