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Abstract
The medial dendrites (MDs) of granule cells (GCs) receive spatial information through the medial entorhinal cortex (MEC)

from the entorhinal cortex in the rat hippocampus while the distal dendrites (DDs) of GCs receive non-spatial information

(sensory inputs) through the lateral entorhinal cortex (LEC). However, it is unclear how information processing through the

two pathways is managed in GCs. In this study, we investigated associative information processing between two inde-

pendent inputs to MDs and DDs. First, in physiological experiments, to compare response characteristics between MDs and

DDs, electrical stimuli comprising five pulses were applied to the MPP or LPP in rat hippocampal slices. These stimuli

transiently decreased the excitatory postsynaptic potentials (EPSPs) of successive input pulses to MDs, whereas EPSPs to

DDs showed sustained responses. Next, in computational experiments using a local network model obtained by fitting of

the physiological experimental data, we compared associative information processing between DDs and MDs. The results

showed that the temporal pattern sensitivity for burst inputs to MDs depended on the frequency of the random pulse inputs

applied to DDs. On the other hand, with lateral inhibition to GCs from interneurons, the temporal pattern sensitivity for

burst inputs to MDs was enhanced or tuned up according to the frequency of the random pulse inputs to the other cells.

Thus, our results suggest that the temporal pattern sensitivity of spatial information depends on the non-spatial inputs to

GCs.

Keywords Hippocampal granule cell � Spatial information � Modification � Interneuron � Associative information

processing

Introduction

The dentate gyrus (DG) is located at the entrance to the

hippocampus and receives input from the entorhinal cortex

(EC) through two pathways (Burwell and Amaral 1998).

One, the lateral perforant path (LPP), originates in the

lateral entorhinal cortex (LEC), while the other, the medial

perforant path (MPP), originates in the medial entorhinal

cortex (MEC); they terminate in the outer and middle

molecular layers of the DG, respectively (Young et al.

1997; Nishimura-Akiyoshi et al. 2007). LEC neurons

respond to non-spatial information [such as objects

(Deshmukh and Knierim 2011) and odor (Young et al.

1997; Xu and Wilson 2012)], and their activity is less

regular than that of MEC neurons (Deshmukh et al. 2010).

In contrast, MEC neurons emit brief bursts at h intervals

during explorative behavior and sleep (Alonso and Garcı́a-

Austt 1987; Jeewajee et al. 2008; Deshmukh et al. 2010;

Sullivan et al. 2014). Non-spatial and spatial information is

considered to be delivered to granule cells (GCs) in the DG

from the LEC and MEC, respectively. In addition, feed-

forward inhibitory inputs from the LPP and MPP from

basket cells are input to the proximal dendrites or cell

bodies of GCs. It was previously reported that the feed-

forward inhibition induced by the MPP to MDs was smaller

than that induced by the LPP to DDs (Ceranik et al. 1997;

Booker and Vida 2018). Using rat hippocampal slices,
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paired stimuli were also determined to cause paired-pulse

facilitation in the LPP and paired-pulse depression in the

MPP (Colino and Malenka 1993). This indicates a differ-

ence in the presynaptic properties of inputs to GCs

(McNaughton 1980; Colino and Malenka 1993; Petersen

et al. 2013).

‘‘Place cells’’, which are activated only when a specific

location is passed, are active in h rhythm (about 8 Hz)

(O’Keefe and Recce 1993; Skaggs et al. 1996) while local

field potentials in the LEC exhibit strong oscillations in the

20–40-Hz band during the cue sampling period (Igarashi

et al. 2014). Thus, medial dendrites (MDs) receive h-burst
input from the MEC while distal dendrites (DDs) receive

20–40-Hz pulse input from the LEC. Our previous study

showed how the 10- and 20-Hz LPP inputs are integrated in

GCs with the 8-Hz h bursts from the MPP (Hayakawa et al.

2015). However, the 20–40-Hz input from the LPP has not

been discussed for this frequency range. This suggests that

these two types of information may interact in GCs at

different input frequencies. In addition, the existence and

role of lateral inhibition in the DG in terms of memory

have recently been studied (Sun et al. 2020; Tuncdemir

et al. 2022). Moreover, it has been reported that lateral

inhibition in the DG is more abundant than recurrent

inhibition (Espinoza et al. 2018). However, it is not known

how the h rhythm input of the MPP and the 20–40 Hz

inputs of the LPP interact with inhibitory inputs in GCs.

In the present study, we first performed electrophysio-

logical experiments using rat hippocampal slices to inves-

tigate the frequency responses of MDs and DDs. In the

experiments, five successive electrical pulses were applied

to the MPP and LPP, and extracellular field excitatory

postsynaptic potentials (fEPSPs) were measured. MDs and

DDs showed sustained and transient responses, respec-

tively. Next, we performed computer simulation experi-

ments using a GC model fixed by parameter fitting from the

physiological data. In the simulation, we developed a

dynamic synapse and multi-compartment model of GCs.

To investigate the associative effects of MD and DD inputs

on the information processing of GCs, we simultaneously

applied h-burst and 10–40-Hz random pulse inputs. Fur-

thermore, we built another network with lateral inhibition

in which GCs receiving inputs to DDs from the LPP

inhibited GCs receiving inputs to MDs from the MPP. In

the network, 10–40-Hz random pulses were applied to DDs

and h-burst inputs were applied to MDs. In the network

with lateral inhibition, the temporal pattern sensitivity for

burst input to MDs was enhanced according to the fre-

quency of the random pulse inputs to DDs. Thus, our

results suggest that the information processing of GCs for

temporal pattern inputs depends on the non-spatial infor-

mation in the DG network.

Materials and methods

Slice preparation

Transverse hippocampal slices were prepared from 3–4-

week-old Wister rats. The brain was removed from rats

anesthetized using isoflurane. Transverse hippocampal slices

(400 lM) were made using a Microslicer (DTK-1000,

Dosaka EM Corp.) in cold artificial cerebrospinal fluid

(ACSF) containing (in mM) 124 NaCl, 3 KCl, 10 glucose,

1.25NaH2PO4, 22NaHCO3, 2MgSO4, and2.5CaCl2 (pH7.3

when bubbled with 95% O2 and 5%CO2). Experiments were

then performed after the brain slices were stored at room

temperature for 1 hour. All procedures were approved by the

Tamagawa University Animal Care and Use Committee.

Recordings and electrophysiological experiments

Two monopolar glass electrodes were placed on the outer

molecular layer and middle molecular layer in the DG to

record fEPSPs evoked by pulse trains (Fig. 1) because the

LPP and MPP project from the EC to the outer molecular

layer and middle molecular layer in the DG, respectively

(McNaughton 1980). We verified the electrode positions by

using paired-pulse stimulation with a 200-ms inter-stimulus

interval (ISI). The LPP and MPP cause paired-pulse

facilitation and depression of the fEPSP, respectively

(Colino and Malenka 1993).

To investigate the differences in response characteristics

between MDs and DDs using rat hippocampal slices,

stimuli comprising a train of five constant-voltage pulses

Fig. 1 Frequency response characteristics of DDs and MDs of GCs.

Five electrical stimuli were applied using stimulating electrodes at the

LPP or MPP. The stimulus interval was 10–40 Hz. fEPSPs were

recorded by a recording electrode. The grey cell indicates feedforward

inhibition. MPP Medial perforant path, LPP Lateral perforant path,

MML Medial molecular layer, OML Outer molecular layer, IML Inner

molecular layer, SCL Granule cell layer, MDs Medial dendrites, DDs
Distal dendrites, PDs Proximal dendrites
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(pulse duration of 200 ls) at 10–40 Hz were applied to the

MPP or LPP. The stimulus intensity was less than half of

the threshold (Hayakawa et al. 2015). Recording electrodes

were made by pulling a microglass tube with a puller (P-

97, Sutter Instrument) to obtain a resistance of 3–5 MX.
Recording was performed using a patch clamp amplifier

(Axopatch 200B, Molecular Devices Corp.), an A/D con-

verter (Digidata 1322A, Molecular Devices Corp.), and

recording software (pCLAMP, Molecular Devices Corp.).

Recorded fEPSP waveforms acquired through a Gaussian

low-pass filter were measured and normalized to the

amplitude of the fEPSP of the first stimulation. The NMDA

receptor antagonist D-APV (25 lM, Sigma) was applied to

prevent the frequency stimuli from inducing synaptic

plasticity. To investigate the influence of feedforward

inhibition from basket cells, picrotoxin (50 lM, Sigma), a

GABAA receptor antagonist, was administered in the

ACSF. Statistical analysis was performed using ANOVA.

GC model with dynamic synapses

To reproduce the response characteristics of GCs obtained

from electrophysiological experiments, experiments were

performed using a NEURON simulator (Hines and Carne-

vale 1997).We used the compartmental GCmodel of the DG

with the Hodgkin-Huxley model (Ferrante et al. 2009) as the

postsynaptic part, mounting the dynamic synapse model

(Tsodyks et al. 1998) to reproduce the inputs to DDs and

MDs as the presynaptic part. In the dynamic synapse model,

the state transition of neurotransmitters is described by three

state variables and four differential equations. The total

amount of neurotransmitters in the synaptic transmission is

always constant and is expressed by the following equations:

dR tð Þ
dt

¼ I tð Þ
srec

� u tð ÞR tð Þd t � tAPð Þ; ð1Þ

dE tð Þ
dt

¼ � E tð Þ
sinact

þ u tð ÞR tð Þd t � tAPð Þ; ð2Þ

dI tð Þ
dt

¼ � I tð Þ
srec

þ E tð Þ
sinact

; ð3Þ

du tð Þ
dt

¼ � u tð Þ
sfacili

þ Use 1� u tð Þð Þd t � tAPð Þ; ð4Þ

where the state variables R, E, and I represent the neuro-

transmitter before release (R), the state released from the

presynapse to produce an EPSP (E), and the state until inac-

tivation and reuse (I). dðt � tAPÞ represents the firing of the

presynapse and is 1 when the presynaptic cell reaches an

action potential. uðtÞ is a variable that takes the value 0–1,

determined by equation (4). In this case, the neurotransmitter

is released from the presynaptic cell, and the time constant srec
is the time constant for recovery when the neurotransmitter is

taken up by the presynaptic cell, state (I). sfacili determines the

time window for activation by firing at the presynaptic cell.

The state variablesR,E, and I are determinedby the following

differential equation, where dðt � tAPÞ is the delta function

and represents the presynaptic firing, uðtÞ determines the

probability of neurotransmitter release at the presynapse, and

Use is a constant that determines the amount of change in the

release probability. Themembrane potential is determined by

the following equations:

dVm

dt
¼ � 1

C

� �
Iin þ Imð Þ; ð5Þ

Iin ¼ g Vm � Erevð Þ; ð6Þ
Im ¼ gNa Vm � ENað Þ þ gK Vm � EKð Þ þ gl Vm � Elð Þ; ð7Þ

where Iin is the current (nA) that is due to the synaptic

input, Im is the activation equation for Hodgkin-Huxley

model. The synaptic weights related to transmission effi-

ciency were set as w, which was fixed at an appropriate

value for effective discrimination for a temporal pattern.

The synaptic conductance g is determined by wEðtÞ lS.
gNa, gK , and gl are the conductances (lS) of the voltage-

dependent sodium, potassium, and leak channels, respec-

tively. Erev is the reversal potential of the EPSP (0 mV).

ENa, EK ,and El are the reversal potentials (mV) of the

sodium, potassium, and leak channels, respectively. C is a

capacitor in the cell membrane. Before these computational

experiments, the peak amplitudes of EPSPs evoked by each

pulse were obtained from a soma compartment. The

synaptic weights (w) of all DDs and MDs were set to

0.0003. We fitted the parameters for the dynamic synapse

of DDs and MDs to bring the peak amplitudes of the soma

EPSP to a level similar to that of the fEPSPs. The model

constructed with these parameters was used without inhi-

bitory input in all computational experiments.

Computational experiments

First, we investigated the response characteristics of DDs

and MDs to random pulse inputs. A total of 100 input sites

were randomly created in DDs and MDs in a GC model

(Fig. 4a and b). These inputs were generated by Poisson

distributions with average frequencies of 1, 5, 10, 20, 25,

30, and 40 Hz and applied for 2 seconds. The synaptic

weights (w) of DDs and MDs were set to 0.008 and 0.003.

The change in the membrane potentials of soma compart-

ments was the response of a GC to each dendritic input.

Next, to investigate the associative information pro-

cessing of two input MDs and DDs, we performed the

following three computational experiments.

(1) Temporal pattern discrimination for h-burst inputs

according to the synaptic weight at MDs
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We measured the temporal pattern discrimination of GCs

for h-burst inputs with spatial information from the MPP to

MDs. The h-burst pulses as inputs to MDs through the MPP

were applied to a GC model, which was defined by three

parameters: the inter-burst interval (IBI = 125 ms, 8 Hz),

the number of pulses in a burst (n = 1–5), and the pulse

interval within a burst (ISI = 5–25 ms) (Fig. 5a). Firing

rates for temporal patterns with two parameters (n, ISI) of a

h-burst at 8 Hz were measured in the GC model. Synaptic

weights of 0.1, 0.125, and 0.15 were used. The responses of

GCs to the h-burst input were evaluated by the average

firing rate of the emitted spikes to the execution time (25

seconds).

(2) Associative effect of excitatory inputs at DDs on the

temporal pattern discrimination at MDs

To investigate how the two inputs were associated at MDs

and DDs, we applied h-burst pulses and random pulses to

the MPP and LPP, respectively (Fig. 6a). The random pulse

input varied from 10 to 40 Hz. These inputs were applied

for 25 seconds. Additionally, the synaptic weight of DDs

was set to 0.11. The response of GCs to h-burst inputs with
two parameters (n, ISI) at 8 Hz was evaluated by the

average firing rate of the emitted spikes to the execution

time (25 seconds) in the same way as in experiment (1).

(3) Associative effect of lateral inhibition on the

temporal pattern discrimination at MDs

Recently, the existence and role of lateral inhibition in the

DG in terms of memory have been reported (Sun et al.

2020; Tuncdemir et al. 2022), and lateral inhibition is 10

times more abundant than recurrent inhibition (Espinoza

et al. 2018). Therefore, to investigate the effect of the

lateral inhibition of GCs via LPP-derived inputs on the

information processing of inputs to MDs, we created a new

network model and applied h-burst pulses and random

pulses to the MPP and LPP, respectively (Fig. 7a). Inhi-

bitory inputs with three decay times of 5, 10, and 15 ms

were respectively applied to the cell body of the GC

receiving input from the MPP via an interneuron from the

GC receiving input from the LPP. Two inputs for MPP and

LPP were applied and the responses of the GCs were

evaluated as temporal pattern discrimination in the same

way as in experiment (2).

Results

Physiological experimental results

Frequency response characteristics

To investigate the difference in characteristics of pre-sy-

napse between MPPs and LPPs, five regular pulse stimuli

were applied to MPP and LPP hippocampal GCs to mea-

sure the frequency responses of MDs and DDs, respec-

tively. The input frequency was changed from 10 to 40 Hz.

Experiments were performed both in the presence and the

absence of GABAA receptors.

The frequency response results for the five pulse stimuli

to DDs are shown in Fig. 2. The magnitudes of the fEPSPs

normalized by the peak amplitude of the first input are

shown in the presence and absence of inhibitory input (i.e.,

without and with picrotoxin; solid circles and triangles) at

10–40 Hz. The paired-pulse facilitation of fEPSPs was

observed for the second pulse stimulus both with and

without picrotoxin at 10 Hz (Fig. 2a). The magnitudes of

the normalized fEPSPs were sustained for the third and

subsequent pulse stimuli shown at 10 Hz in the presence of

uninhibited GABAA receptor (circles). When GABAA

receptor was blocked by picrotoxin (triangle), the paired-

pulse facilitation was still observed for the second stimulus,

but normalized fEPSPs were transiently decreased for the

fourth and fifth pulse stimuli. Moreover, using an input

frequency of 20–40 Hz, the paired-pulse facilitation was

not observed with GABAA receptor (Fig. 2b–e). The

magnitudes of normalized fEPSPs for the second and

subsequent pulse stimuli were sustained at 20–30 Hz (solid

circles in Fig. 2b–d) but showed transient responses for the

fourth and fifth pulses at 40 Hz (Fig. 2e). When GABAA

receptor was blocked, the magnitudes of fEPSPs to the

third and subsequent stimuli were transiently decreased at

20–40 Hz (solid triangle in Fig. 2). These results showed

that sustained responses required GABAergic inhibition at

DDs.

On the other hand, the frequency response results for the

five pulse stimuli to MDs are shown in Fig. 3. Although

paired-pulse depression was observed for the second pulse

stimulus at 5 Hz, verifying the electrical-stimulating posi-

tion of the LPP and MPP, they were observed not at 10–25

Hz, but at 30–40 Hz (solid circle in Fig. 3). The magni-

tudes of normalized fEPSPs to the third pulse stimulus

were significantly decreased when MDs were stimulated at

10–25 Hz (Fig. 3a–c) and were decreased (transient

responses) for the second pulse and subsequent stimuli at

30–40 Hz (Fig. 3d and e), both with and without signifi-

cance. Thus, the frequency responses for the five pulse

stimuli to MDs were transiently decreased, which was not

related to GABAergic inhibition

After the physiological experiments, to investigate the

associative information processing between inputs to MDs

and DDs in the DG, we performed computational experi-

ments in a GC model using NEURON simulator with a

dynamic synapse model, fitted to our physiological

experimental data. The results of the model fitting are

shown in Table 1. It was confirmed that the time constant

srec (2965 ms) for the recovery of the MPP site was larger
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than that of the LPP site (243 ms). This indicates, in

physiological experiments, that normalized EPSPs tran-

siently decrease for successive inputs to MDs due to the

slow recovery of MPP neurotransmitters and that DDs

show sustained responses due to the rapid recovery of

neurotransmitters.

Computational experiment results

Response characteristics of DDs and MDs

First, we investigated the response characteristics of DDs

and MDs to random pulse inputs. A total of 100 input sites

were randomly created in DDs and MDs (Fig. 4a and b).

These inputs were generated by Poisson distributions with

average frequencies of 1, 5, 10, 20, 25, 30, and 40 Hz for 2

seconds. The membrane potential was measured from the

GC cell body. DDs showed a sustained response according

to the input frequency (Fig. 4c), with high-frequency inputs

resulting in a high membrane potential that was maintained

for the duration of the input. In contrast, in MDs, high-

frequency inputs transiently induced a high membrane

potential at the onset of the input, but the membrane

potential decreased rapidly on the same time scale,

regardless of the input frequency (Fig. 4d). Therefore,

high-frequency random pulse inputs to DDs persistently

maximize the response of GCs, which show a property

suitable for ‘‘rate coding’’. In contrast, the response of GCs

is maximized by intermittent high-frequency burst inputs to

MDs, which show a property suitable for ‘‘temporal

coding’’.

Associative information processing of two input MDs
and DDs

Next, to investigate the associative information processing

of two input MDs and DDs, we performed three compu-

tational experiments: (1) the temporal pattern discrimina-

tion for h-burst inputs depending on the synaptic weight at

MDs, (2) the effect of DD inputs on the temporal pattern

Fig. 2 Frequency response characteristics of DDs. a–e The response

is the mean ± S.E.M. of the peak value of the amplitude of the fEPSP

normalized by the first response. Black circles indicate the control

while black triangles indicate the picrotoxin-treated condition. The

LPP was stimulated at a 10 Hz (Control?D-APV, n = 8, p = 0.002;

Control?D-APV?picrotoxin, n = 8, p\ 0.001), b 20 Hz (Con-

trol?D-APV, n = 8, p = 0.009; Control?D-APV?picrotoxin, n = 8,

p\ 0.001), c 25 Hz (Control?D-APV, n = 8, pp 0.022; Control?D-

APV?picrotoxin, n = 8, p\ 0.001), d 30 Hz (Control?D-APV,

n = 8, p = 0.017; Control?D-APV?picrotoxin, n = 8, p \ 0.001),

and e 40 Hz (Control?D-APV, n = 8, p = 0.001; Control?D-

APV?picrotoxin, n = 8, p\ 0.001). The upper and lower symbols

‘‘*’’ indicate a significant difference between the fEPSP for the first

stimulus and the fEPSPs for the second and subsequent stimuli for

without and with picrotoxin, respectively. *p \ 0.05
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discrimination for h-burst inputs at MDs, and (3) the effect

of lateral inhibition on the temporal pattern discrimination

for h-burst inputs at MDs. MDs and DDs showed different

characteristics, namely, temporal and rate coding, respec-

tively (Fig. 4c and d). In addition, MDs receive spatial

(place) information in h rhythm from the EC (O’Keefe and

Recce 1993; Skaggs et al. 1996, Igarashi et al. 2014).

Therefore, we first examined the response to the temporal

pattern of h-burst inputs to MD synapses, suitable for

temporal coding, and then examined the effect of input to

DD synapses, suitable for rate coding, on the temporal

pattern discrimination at MDs.

(1) Temporal pattern discrimination for h-burst inputs

according to synaptic weight at MDs

First, to determine the most effective temporal pattern

(burst) for GC activation at MDs where spatial (place)

information was translated on h rhythm, we applied h-burst
inputs to MDs, with variations in the IBI, ISI, and number

of pulses (Fig. 5a). Three synaptic weights—0.1 (weak),

0.125 (medium), and 0.15 (strong)—were used.

When the synaptic weight at MDs was 0.1, broad input

patterns were observed at a low firing rate (Fig. 5b). When

the MD weight was 0.125, effective temporal patterns

(n = 5, ISI = 7 and 8) were discriminated at a moderate

firing rate (Fig. 5c). Furthermore, when the MD weight was

0.15, responses were facilitated for additional temporal

Fig. 3 Frequency response characteristics of MDs. a–e The response

is the mean ± S.E.M. of the peak value of the amplitude of the fEPSP

normalized by the first response. Black circles indicate the control

while black triangles indicate the picrotoxin-treated condition. The

MPP was stimulated at a 10 Hz (Control?D-APV, n = 8, p\ 0.001;

Control?D-APV?picrotoxin, n = 8, p\ 0.001), b 20 Hz (Con-

trol?D-APV, n = 8, p\ 0.001; Control?D-APV?picrotoxin, n = 8,

p\ 0.001), c 25 Hz (Control?D-APV, n = 8, p\ 0.001;

Control?D-APV?picrotoxin, n = 8, p\ 0.001), d 30 Hz (Con-

trol?D-APV, n = 8, p\ 0.001; Control?D-APV?picrotoxin, n = 8,

p\ 0.001), and e 40 Hz (Control?D-APV, n = 7, p\ 0.001;

Control?D-APV?picrotoxin, n = 8, p\ 0.001). The upper and

lower symbols ‘‘*’’ indicate a significant difference between the

fEPSP for the first stimulus and the fEPSPs for the second and

subsequent stimuli for without and with picrotoxin, respectively. *p
\ 0.05

Table 1 Parameters for LPP and MPP sites

LPP site MPP site

srec(ms) 243 2965

sin(ms) 1 1

sfacili(ms) 499 1

U 0.5 0.3

srec is the time constant for recovery when the neurotransmitter is

taken up by the presynaptic cell. sin is the time constant of the state

until inactivation and reuse (I). sfacili determines the time window for

activation by firing at the presynaptic cell.
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patterns and the sensitivity to the input patterns was

broadened and less specific (n = 4, ISI = 7 to 8 and n = 5,

ISI = 7 to 9) (Fig. 5d). Based on these results, w = 0.125

showed effective discrimination for a temporal pattern

(burst) for GC activation and we thus used it as the MD

fixed weight in the subsequent experiments.

(2) Associative effect of excitatory inputs at DDs on the

temporal pattern discrimination for h-burst inputs at
MDs

Second, to investigate how the two inputs were associated

at MDs and DDs, we applied h-burst pulses (8 Hz) with

two parameters, n and ISI, and Poison random pulses

Fig. 4 Responses of DDs and

MDs to random inputs. a, b The

blue dots indicate a DD and

b MD synaptic connections,

respectively. For presynapses,

the dynamic synaptic model of

Tsodkys et al. was used. For

postsynapses, the

compartmental granule cell

model of Ferrante et al. was

used with the Hodgkin-Huxley

model. c DDs and d MDs were

subjected to random pulse

inputs of 10–40 Hz for 2

seconds. Membrane potentials

were measured from the cell

body of the compartment model

of GCs

Fig. 5 Responses of GCs to h-
burst inputs applied to MDs.

a Regular burst pulse inputs

were applied to MDs. The ISI

(inter-stimulus interval) and the

number of pulses were changed

from 5 to 25 ms and from 1 to 5,

respectively. The IBI (inter-

burst interval) was 125 ms (8

Hz). These inputs were applied

for 25 seconds. b–d The MPP-

MD weight was changed from

(b) 0.1, to (c) 0.125, and to

(d) 0.15. The response of the

GC to the h-burst input was
evaluated by the average firing

rate of the emitted spikes to the

execution time (25 seconds)
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(10–40 Hz) to the MPP and LPP (Fig. 6a) and measured the

effect of random inputs to DDs on the firing rate of GCs for

different temporal patterns of h-burst inputs to MDs

(Fig. 6c–f). During the experiments, the synaptic weights

of the MDs and DDs were fixed at 0.125 and 0.11,

respectively.

When the MDs of GCs were administered h-burst
inputs, effective temporal patterns (n = 5, ISI = 7 and 8)

for GC activation were observed (Fig. 5c and 6b). When

10-Hz random pulse inputs to the DDs were additionally

given for h-burst inputs to MDs in GCs, the GCs were

effectively activated by the specific input pattern (n = 5,

ISI = 8) (Fig. 6c). Moreover, with the application of

additional random pulse inputs at 20 Hz to DDs, new

effective temporal patterns of h-burst inputs (n = 4, 3,

ISI = 7) of MDs to activate the GC were observed

(Fig. 6d). Next, the application of additional random pulse

inputs at 30 or 40 Hz to DDs (Fig. 6e and f) shifted the

most effective temporal pattern of MD input to a h-burst
input (n = 3, ISI = 7), while maintaining effective

temporal patterns (n = 5, ISI = 8 and n = 4, ISI = 7).

These results showed that one specific pattern of h-burst
inputs (n = 5, ISI = 8) was enhanced by DD inputs at

10–20 Hz while, at over 30 Hz, the effective temporal

patterns became broad (n = 5, ISI = 8 and n = 3–4, ISI =

7), although the most effective h-burst pattern was n = 3

and ISI = 7. To illustrate the detailed transition of the time

pattern of h-burst inputs depending on the frequency of the

DD input, the transition of the three effective patterns

(n = 5, ISI = 8 and n = 3–4, ISI = 7) is shown in detail in

Fig. 6g for frequencies from 20 Hz to 30 Hz. The temporal

pattern of a h-burst input of n = 5 and ISI = 8 was most

effective at 20 Hz. A transition from a h-burst of n = 5 and

ISI = 8 to a h-burst of n = 3–4 and ISI = 7 was observed

over 20 Hz to 40 Hz. These three patterns were retained,

each with greater effect. Thus, the results showed that the

temporal pattern sensitivities of GCs for burst inputs to

MDs was modulated by boosting of the GC activation,

caused of rate cording depending on the frequency of the

random pulse inputs applied to the DDs.

Fig. 6 Responses of GCs to h-
burst input from the MPP

enhanced by random pulses

from the LPP. a Regular burst

pulse inputs and random pulse

inputs were applied to MDs and

DDs, respectively. The ISI

(inter-stimulus interval) and the

number of pulses were changed

from 5 to 25 ms and from 1 to 5,

respectively. The IBI (inter-

burst interval) was 125 ms (8

Hz). The response of the GC to

the h-burst input was evaluated
by the average firing rate of the

emitted spikes to the execution

time (25 seconds). b–f
Responses of a GC model to the

application of b h-burst inputs
only, c h-burst inputs?10-Hz

random pulse, d h-burst
inputs?20-Hz random pulse,

e h-burst inputs?30-Hz random

pulse, and f h-burst inputs?10-

Hz random pulse. g The time

pattern of the h-burst depended
on the frequency of the DD

input, as shown by the transition

of the three effective patterns
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(3) Associative effect of lateral inhibition on the

temporal pattern discrimination at MDs

Finally, because the crucial roles of lateral inhibition in

GCs were recently reported (Tuncdemir et al. 2022), we

investigated the effect of lateral inhibition derived via

interneurons from the LPP on the information processing of

MD inputs. We created a new network model of GCs with

lateral inhibition, as shown in Fig. 7a. As in experiments

(1) and (2), h-burst inputs were applied to the MDs of the

GC from the MPP. On the other hand, random inputs were

applied to the DDs of the other GCs from the LPP at 10–40

Hz, which was transported to the recording GCs as lateral

inhibitory input via interneurons. Three decay times of

lateral inhibition (5, 10 and 15 ms) were used.

When the MDs of the GCs were administered h-burst
inputs, effective temporal patterns (n = 5, ISI = 7–8) for

GC activation were observed (Figs. 5c and 7b). Firstly,

when lateral inhibition with a decay time of 5 ms induced

by 10-Hz random pulse inputs to the DDs were additionally

given for h-burst inputs to MDs in GCs, the GCs were

effectively activated by the specific input pattern (n = 5,

ISI = 8) (Fig. 7c, panel 1) in broader pattern (n = 5,

ISI = 7-9). Next, with the application of additional random

pulse inputs at 20 Hz to DDs, the effective temporal pattern

was returned to the origin (n = 5, ISI = 7-8) (Figs. 7b and

7c, panel 2). Moreover, with the application of additional

random pulse inputs at 30 Hz and 40 Hz, the effective

temporal pattern was broader at 30 Hz (n = 5, ISI = 7-9)

(Fig. 7c, panel 3) then returned to the origin at 40 Hz

(n = 5, ISI = 7-8) (Fig. 7c, panel 4). These results showed

that one specific pattern of h-burst inputs (n = 5, ISI = 8)

was enhanced by DD inputs at 10 Hz, while maintaining

effective temporal patterns (n = 5, ISI = 7-8) at another

frequency. Secondly, when lateral inhibition with the decay

of 10 ms induced by 10-Hz random pulse inputs to the DDs

were additionally given for h-burst inputs to MDs in GCs,

the GC response was still activated by the same specific

input pattern (n = 5, ISI = 7–8) (Fig. 7d, panel 1) as the

origin (Fig. 7b). Moreover, with the application of addi-

tional random pulse inputs at 20 Hz to DDs, the effective

temporal patterns of h-burst of MD input to activate GCs

was tuned up to a single temporal pattern (n = 5, ISI = 7)

(Fig. 7d, panel 2). Next, with the application of additional

random pulse inputs at 30 Hz and 40 Hz to DDs (Fig. 7d,

panels 3-4), the most effective temporal pattern of MD

input was shifted to a h-burst of n = 5 and ISI = 8 and the

firing rate peaked at 30 Hz, while maintaining effective

temporal patterns (n = 5, ISI = 7). Accordingly, the results

showed that the IBI of h-burst inputs to MDs became

longer as the DD input frequency increased to 30 Hz,

where GC activity was maximal, and then returned to the

origin at 40 Hz. Lastly, when lateral inhibition with a decay

time of 15 ms induced by 10-Hz random pulse inputs to the

DDs was additionally given for h-burst inputs to MDs in

GCs, the GC response was activated by the same specific

input pattern (n = 5, ISI = 7–8) (Fig. 7e, panel 1) as the

origin (Fig. 7b). Moreover, with the application of addi-

tional random pulse inputs at 20 Hz to DDs, the effective

temporal patterns of h-burst of MD input to activate GCs

was tuned up to a single temporal pattern (n = 5, ISI = 7)

(Fig.7e, panel 2). Next, with the application of additional

random pulse inputs at 30 Hz and 40 Hz to DD, the

effective temporal patterns were returned to the origin

(n = 5, ISI = 7-8) (Figs. 7b and 7e, panel 3-4). These

results showed that one specific pattern of h-burst inputs
(n = 5, ISI = 8) was observed by DD inputs at 20 Hz, while

maintaining the same effective temporal patterns (n = 5,

ISI = 7-8) at 10, 30 and 40 Hz as the origin.

Discussion

To investigate associative information processing between

inputs to MDs and DDs in GCs, we first measured the

frequency responses of MDs and DDs in rat hippocampal

slices using electrophysiological experiments. Next, we

performed computer simulation using a dynamic synapse

model on a multi-compartment model of GCs, fixed by

parameter fitting with our physiological data. The appli-

cation of h-burst inputs to MDs and random pulses to DDs

in a network with or without lateral inhibition revealed the

effect of random inputs to DDs on the temporal pattern

discrimination of h-burst inputs at MDs.

In the physiological experiments, successive electrical

stimuli were applied to the LPP or MPP from 10 to 40 Hz

to examine the frequency response characteristics of DDs

and MDs. Different responses to paired-pulse stimuli were

observed in the two synapses at 5 Hz, which indicated two

stimulation sites for LPP-DD synapses with paired-pulse

facilitation and MPP-MD synapses with paired-pulse

depression, in line with the results of a previous report

(Colino and Malenka 1993). The paired-pulse facilitation

was also observed for the second input to the LPP-DD

synapse at 10 Hz (Fig. 2a). In addition, DDs showed a

sustained response at 10–30 Hz (Fig. 2a–d) but not at 40 Hz

(Fig. 2e). Furthermore, when the inhibitory input was

blocked, DDs did not show sustained responses at any

input frequencies (Fig. 2a–e). These results suggest that

DDs have sustained responses to inhibitory input,

depending on the input frequency. On the other hand, MDs

showed transient responses regardless of input frequency

and the presence or absence of inhibitory cells (Fig. 3a–e).

It was previously reported that the feedforward inhibition

induced by the MPP to MDs was smaller than that induced

by the LPP to DDs (Ceranik et al. 1997; Booker and Vida
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2018). Accordingly, these results suggest that feedforward

inhibition modulates the synaptic properties of DDs and

promotes a sustained response, in addition to the distinct

presynaptic properties of LPP-DDs and MPP-MDs.

After the physiological experiments, to conduct com-

putational experiments in a dynamic synapse model of GCs

using NEURON simulator, the dynamic synapse model

was fitted to the data obtained from our physiological

experiments. The sfacil value, as the firing activation win-

dow, was larger for LPP-DD synapses (499 ms) than for

MPP-MD synapses (1 ms) (Table 1), which caused paired-

pulse facilitation only at DDs. The srec value was large for
MPP-MD synapses (2945 ms) because there was insuffi-

cient time to collect the neurotransmitter, which was

thought to result in transient response characteristics to a

successive pulse train. The srec value was small for LPP-

Fig. 7 Responses of GCs to

pulsed input to GCs receiving

input from the MPP when

inhibited by lateral inhibition of

GCs receiving input from the

LPP. a Recently, the existence

and role of lateral inhibition in

the DG in terms of memory

have recently been studied (Sun

et al. 2020; Tuncdemir et al.

2022). A network was created in

which the GC receiving input

from the LPP blocks the

response of the GC receiving

input from the MPP by lateral

inhibition. For presynapses, the

dynamic synaptic model by

Tsodkys et al. was used. For

postsynapses, the

compartmental granule cell

model by Ferrante et al. was

used with the Hodgkin-Huxley

model. Regular burst pulse

inputs and random pulse inputs

were applied to MDs and DDs,

respectively. The ISI (inter-

stimulus interval) and the

number of pulses were changed

from 5 to 25 ms and 1 to 5,

respectively. The IBI (inter-

burst interval) was 125 ms (8

Hz). The response of the GC to

the h-burst input was evaluated
by the average firing rate of the

emitted spikes to the execution

time (25 seconds). b Responses

of a GC model to the

application of h-burst inputs
only. c-e GABA decay time was

changed at c 5 ms, d 10 ms and

e 15 ms. Responses of a GC

model to the application of

(panel 1) h-burst inputs?10-Hz

random pulse, (panel 2) h-burst
inputs?20-Hz random pulse,

(panel 3) h-burst inputs?30-Hz

random pulse, and (panel 4) h-
burst inputs?10-Hz random

pulse
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DD synapses (243 ms) (Table 1), indicating that the neu-

rotransmitter recovered quickly, resulting in sustained

response characteristics to a continuous pulse train.

At the beginning of the computational experiments, the

response characteristics of DDs and MDs to random pulse

inputs were measured by fitting our experimental data to a

dynamic synapse model of GCs. When the LPP was

administered a random pulse input of 2-second duration at

1–40 Hz, the GC showed a sustained response. Further-

more, the membrane potential of the GC increased with an

increasing input frequency (Fig. 4c). This result suggests

that the input from the LPP exerts ‘‘rate coding’’ to increase

the membrane potential of GCs. On the other hand, when

the MPP was subjected to a random pulse input of 2-second

duration at 1–40 Hz, the GC membrane potential showed a

transient increase, but the GC membrane potential

decreased depending on the number of input pulses

(Fig. 4e). This result suggests that the MPP-MD synapse

has suitable characteristics for detecting temporal timing,

such as that of input sequences comprising burst ‘‘temporal

coding’’ (Buzsáki 2002).

Next, to investigate the associative information pro-

cessing of two input MDs and DDs, we first examined the

temporal pattern discrimination for h-burst input depending
on the synaptic weight at MDs, then the effects of DD

inputs on the temporal pattern discrimination for h-burst
input at MDs, and finally the effects of lateral inhibition on

the temporal pattern discrimination for h-burst input at

MDs.

First, to determine the most effective temporal pattern

(burst) for GC activation at MDs where spatial (place)

information was translated on h rhythm, we applied h-burst
input to MDs, with the response determined by the IBI, ISI,

and number of pulses (Fig. 5a). As the synaptic weight at

MDs increased, broad input patterns with a low firing rate

were observed (Fig. 5b), with effective h-burst (n = 5,

ISI = 7 and 8) observed at the medium firing rate (Fig. 5c)

and finally broadened temporal patterns with a high firing

rate (Fig. 5d). These results suggest that the GC activated

in response to specific firing patterns of the h-burst input
from the MPP. Therefore, in the subsequent experiments,

we used a medium synaptic weight (0.125) for estimating

temporal pattern discrimination.

Next, we examined the influence of the frequency of the

random pulse input to DDs on the temporal pattern dis-

crimination of h-burst input to MDs in GCs. the temporal

pattern of h-burst (n = 5, ISI = 8) was most effective at 21

Hz, with a transition from a h-burst of n = 5 and ISI = 8 to

a h-burst of n = 3–4 and ISI = 7 observed from 20 to 40 Hz

(Fig. 6c–g). Thus, the temporal pattern sensitivity of GCs

for burst inputs to MDs depended on the frequency of the

random pulse inputs applied to DDs, with these three pat-

terns being retained with the greatest ability to activate

GCs. The results suggest that GCs have MD synapses

tuned for a temporal pattern of h-burst input and are able to

fire with fewer pulses in a burst as the frequency of DD

inputs increases. In addition, GCs receive inputs through

LPP and MPP synapses (Alonso and Garcı́a-Austt 1987;

Igarashi et al. 2007; Deshmukh et al. 2010), which is

consistent with the inputs to each dendrite that activate a

GC. In addition, LEC neurons show irregular activity

compared with MEC neurons (Deshmukh et al. 2010),

which in turn show regular burst input at h intervals

(Alonso and Garcia-Austt 1987; Deshmukh et al. 2010).

Accordingly, our results suggest that GCs regulate the

input pattern discrimination of h-burst inputs from MDs

according to the input from DDs. Indeed, GCs selectively

react to inputs at h frequency (Ishizuka et al. 2004). Pre-

vious h-phase gamma-amplitude coupling analysis

revealed that gamma-frequency activity (100–150 Hz) in

MECs was phase-locked to the trough phase of the h cycle

(Fernández-Ruiz et al. 2021). The frequency of the pulse

within the h-burst input used in this study is approximately

142.9 Hz when the ISI is 7 ms and 125 Hz when the ISI is 8

ms. This is consistent with the MEC pattern found in the

report by Fernández-Ruiz et al. Interestingly, the ability of

a frequency of 21 Hz to induce the most effective pattern—

h-burst of n = 5 and ISI = 8—is consistent with the fre-

quency previously observed during the cue sampling period

(Igarashi et. Al. 2014). This may indicate that the MPP-MD

synapse has suitable inherent characteristics for informa-

tion processing for certain h-bursts. In addition, we con-

sider that the pulse number of bursts comprising a h-burst
was reduced from five to three by frequency-dependent

boosting induced by direct random input to LPP-DD

synapses, allowing for efficient GC activation.

Finally, we created a network in which lateral inhibition

would work via interneurons from the GC receiving input

from the LPP to the GC receiving input from the MPP. We

examined the effect of lateral inhibition derived via

interneurons from the LPP on the information processing of

MD inputs because the crucial roles of lateral inhibition in

GCs were recently reported (Tuncdemir et al. 2022). In the

experiment, using three decay times (5, 10, and 15 ms) in

the lateral inhibition, an effective theta burst patterns to

MD were measured. Firstly, with the decay time of 5 ms,

one specific pattern of h-burst inputs (n = 5, ISI = 8) was

enhanced by DD inputs at 10 Hz, while maintaining

effective temporal patterns (n = 5, ISI = 7-8) at another

frequency. Next, with the decay time of 10 ms, the effec-

tive h-burst pattern was observed at 30 Hz (Fig. 7d, panels

1 to 4). On the other hand, with the decay time of 15 ms,

one specific pattern of h-burst inputs (n = 5, ISI = 7) was

appeared by DD inputs at 20 Hz, although the firing rate

was not increased, while maintaining the same effective

temporal patterns (n = 5, ISI = 7-8) at 10, 30 and 40 Hz as
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the origin. Consequently the effective theta burst pattern

changed depending on the decay time of the lateral inhi-

bition caused by LPP input frequency. The result suggests

that the sensitivity of temporal pattern discrimination was

enhanced by the lateral inhibition via interneurons from

around GCs receiving input from the LPP, depending on

the input frequency form LPP. It is likely that the pattern

discrimination of GCs for the h-burst pattern from the MPP

was associatively regulated depending on the local network

with lateral inhibition. Meanwhile, interestingly, when

lateral inhibition with the decay time of 10 ms (Ferrante

et al. 2009) or 15ms was applied, one specific pattern of h-
burst inputs (n = 5, ISI = 7) tuned up with an LPP input of

20 Hz (Figs. 7d, panel 2 and 7e, panel 2).

Accordingly, our findings demonstrated that the suit-

able temporal pattern of GC activation for burst inputs to

MDs was enhanced or tuned up by the lateral inhibition by

around GCs activation caused of input form LPP, and

boosted by DD input form LPP. It has been reported that

smell promotes recall of reward locations in behavioral

experiments in rats. Our results suggest that the temporal

pattern sensitivity of spatial information processing of GCs

for temporal pattern inputs through MPP form EC is

associatively modified by the non-spatial input informa-

tion, like smell, though LPP form EC.
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