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Abstract An increased listing effort represents a major

problem in humans with hearing impairment. Neurodiag-

nostic methods for an objective listening effort estimation

might support hearing instrument fitting procedures.

However the cognitive neurodynamics of listening effort is

far from being understood and its neural correlates have not

been identified yet. In this paper we analyze the cognitive

neurodynamics of listening effort by using methods of

forward neurophysical modeling and time-scale electroen-

cephalographic neurodiagnostics. In particular, we present

a forward neurophysical model for auditory late responses

(ALRs) as large-scale listening effort correlates. Here

endogenously driven top–down projections related to lis-

tening effort are mapped to corticothalamic feedback

pathways which were analyzed for the selective attention

neurodynamics before. We show that this model represents

well the time-scale phase stability analysis of experimental

electroencephalographic data from auditory discrimination

paradigms. It is concluded that the proposed neurophysical

and neuropsychological framework is appropriate for the

analysis of listening effort and might help to develop

objective electroencephalographic methods for its estima-

tion in future.

Keywords Listening effort � Modeling �
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Introduction

An increased listening effort represents a major problem in

patients with hearing impairment (Hicks and Tharpe 2002;

Pichora-Fuller and Singh 2006). In the area of auditory

habilitation and rehabilitation, digital signal processing has

revolutionized the hearing aid technology during the last

decade. Modern digital hearing aids offer vast fitting

capabilities, allowing an high degree of adjustment to the

needs of the individual patient, see Edwards (2007) for a

survey. The utilization of this adjustment capabilities to

reduce the listening effort in the individual patient is a

major concern in hearing aid fitting. However, especially in

non-cooperative patients, fitting procedures which prefer-

ably require a minimum cooperation of the patient are still

missing and the objective estimation of the listening effort

based on auditory processing correlates is an unsolved

problem (Pichora-Fuller and Singh 2006; Edwards 2007).

Rather isolated past research mainly deals with double

stimulation paradigms using finite resources/capacity cog-

nitive models (Downs 1982; Rakerd et al. 1996). Here the

patients have to solve a primary task related to speech

discrimination and a secondary task involving their (motor)
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reaction time to another secondary visual stimulus, see

Downs (1982), Rakerd et al. (1996) and Larsby et al.

(2005) for a more recent review. However these paradigms

require an increased patient cooperation, they are influ-

enced by many non-listening effort related factors, and are

a priori based on a crossmodal design, moving the focus

away from the auditory modality.

Recent research pointed out the importance of non-

audiological variables for hearing aid fitting, in particular,

for modern and flexible digital devices, see Kricos (2000)

and Pichora-Fuller and Singh (2006). Edwards (2007)

identified the potential of advances in hearing science and

cognition for radical innovations in future hearing aid

technologies. Pichora-Fuller and Singh (2006) highlighted

the importance of neuroscience research related to attention

and cognitive effort estimation for hearing aid fitting and

audiologic rehabilitation. Very recently, Shinn-Cunning-

ham and Best (2008) reviewed the role of selective atten-

tion in normal and hearing impaired listeners. In particular,

these authors discussed how hearing impairment may

degrade selective attention.

In this paper, we present a systems neuroscience

approach to the problem of listening effort. In particular,

we develop a neuropsychological and neurophysical

framework and propose a scheme for the objective listen-

ing effort estimation by electrophysiological methods. The

model predictions are verified by measured experimental

data using auditory late responses (ALRs).

This paper is organized as follows: in section ‘‘Meth-

ods’’ we describe the used techniques, starting with a

probabilistic auditory scene analysis (ASA) framework for

listening effort in section ‘‘A probabilistic auditory scene

analysis framework’’. The developed ASA framework is

coupled in section ‘‘Corticofugal modulation and auditory

late responses’’ with ALRs as large-scale correlates of a

listening effort driven endogenous modulation. In this

section we also sketch the mathematical model which is

employed for the computational simulation of ALRs. In

section ‘‘Subjects and experimental paradigms’’ we pres-

ent our paradigms, measurement setups, and subjects used

in our experiments. Section ‘‘Forward and inverse phase

stability analysis’’ introduces the applied ALR analysis

techniques. In order to make the paper accessible to wide

audience, it skips many mathematical details in section

‘‘Methods’’ which focuses more on a systems level

explanation. However, for the sake of technical correct-

ness and consistency, elaborated neurobiological map-

pings, technicalities, and mathematical details are

provided in the ‘‘Appendix’’. In section ‘‘Results’’ the

computational and experimental results are presented and

in detailed discussed in section ‘‘Discussion’’. Section

‘‘Conclusion’’ finally summarizes our conclusions of the

presented study.

Methods

For the sake of a better reading and flow of the paper, we

just present the fundamental equations in this section.

Technicalities and necessary reviews are summarized in

the ‘‘Appendix’’.

A probabilistic auditory scene analysis framework

Listening Effort: Kiessling et al. (2003) described hearing

as a passive function that provides access to the auditory

world via the perception of sound, primarily useful to

describe impairment by audiometry methods whereas lis-

tening was defined as the process of hearing with intention

and attention which requires the expenditure of cognitive

demands or cognitive effort. Let us now discuss listening

from a bidirectional bottom–up/top–down auditory pro-

cessing point of view.

Auditory Scene Analysis: Several computational theories

have been developed to augment the bottom–up sensory

processing with top–down feedback mechanisms, e.g., see

Grossberg (1976), Mumford (1992), Ullman (1995), Fris-

ton (2005) and references therein. Employing schema

based information stored in memory and driven by, e.g.,

expectation, experience, and emotions, these models gen-

erate predictions on higher processing areas which are

projected to lower processing areas to influence the bot-

tom–up information flow (Grossberg 1976).

Let us focus on top–down projections in the auditory

modality. According to Bregman’s ASA (Bregman 1990),

the processing of exogeneous information reaching con-

scious states involves an analytical and a synthetical stage:

the perceptual stimuli are decomposed into discrete sensory

elements in the analytical stage; the sensory elements that

are likely to have arisen from the same acoustical source

are recombined into a perceptual stream in a process called

auditory grouping (synthetical stage). In auditory grouping,

we can differentiate between exogenous (primitive) and

endogenous (schema-driven) grouping. Exogenous group-

ing is a purely data-driven process. Endogenous grouping

utilizes the top–down projections mentioned before.

Exogeneous and automatic processing is considered to

be not under conscious control, fast, parallel, and fairly

effortless. On the other hand, endogenous and controlled

processing is considered to be serial, slow, of limited

capacity, and effortful (Kahneman 1973). Accordingly, a

sketch of a probabilistic model of auditory stream selection

that we developed in Trenado et al. (2009) is shown in

Fig. 1 (left). The d-dimensional vector w = (w1, w2, …,

wd) denotes abstract weights of the segregated streams

according to their assigned probability of getting selected

(highest to lowest). The selection probability depends on

exogeneous (e.g., physical stimulus attributes) and
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endogenous factors. As listening is defined as an auditory

process with intention and attention, we assume that it

represents an effortful endogenous modulation of w in this

scheme. Several of such effortful tasks are reviewed in

Shinn-Cunningham and Best (2008), for instance, percep-

tual filling such as auditory induction and phonemic res-

toration. Also the use of memory in serial stream scanning

[see Shinn-Cunningham and Best (2008) and references

therein] belongs to these tasks.

A common complaint of the hearing impaired is that

listening in noisy situations is an exhausting experience,

and a hearing impaired person is far more tired after some

time in such a setting than someone with normal hearing

(Edwards 2007). In noisy situations, there are many com-

peting auditory streams. It could be argued that a distorted

auditory system is of course less effective in automatic

ASA processes, especially, exogeneous processes and

needs more endogenous modulation and effort, e.g.,

expectations driven by the semantic context of a stream

which would be in agreement to the findings of Edwards

(2007), Pichora-Fuller and Singh (2006), and Shinn-

Cunningham and Best (2008). In particular, Shinn-Cunn-

ingham and Best (2008) highlighted that the ability to

selectively attend depends on the ability to analyze the

acoustic scene and form perceptual auditory objects prop-

erly. Thus a degraded internal representation, e.g., a

missing fine structure, would result automatically in an

increased effort as the automatic stream formation is

degraded due to the missing auditory atoms.

Corticofugal modulation and auditory late responses

Attention Correlates in ALRs: The N1 (also called N100)

component of ALRs is influenced by exogenous and

endogenous factors and is frequently used in experimental

paradigms related to auditory attention, e.g., Hillyard et al.

(1973), Näätänen et al. (1978), Näätänen (1979), and

Janata (2001). This wave is assumed to reflect selective

attention to basic stimulus characteristics, initial selection

for later pattern recognition, and intentional discrimination

processing. Its amplitude is enhanced (becomes more

negative) by increased attention to the stimuli (Hillyard

et al. 1973). The strict separation of endogenous active (or

voluntary) attention and exogeneous passive (or involun-

tary) attention components is controversy discussed in lit-

erature. A major issue is whether the N1 component is

directly modulated by attention as suggested first by Hill-

yard et al. (1973) or whether there are reflections of an

early processing negativity in the typical N1 window and

the N1 wave itself is not influenced by attention (Näätänen

et al. 1978). In the first case, an endogenous top–down

component is directly reflected in the N1 wave whereas in

the latter case an endogenous processing negativity com-

ponent is superimposed to exogenous event related poten-

tial components. The processing negativity was considered

as an reflection of the orientation to an auditory stream and

its primitive analysis (Näätänen 1979).

Recently we have analyzed large-scale correlates of

attention by an instantaneous phase stability measure of ALR

single sweeps (Strauss et al. 2005, 2008a; Low et al. 2007)

and shown how these correlates are related to endogenous

and effortful corticofugal modulations using large-scale

ALR simulations by means of a model of corticothalamic

feedback dynamics (Trenado et al. 2008). Partly, we have

been able to map the obtained results to the problem of

objective listening effort estimation in Strauss et al. (2008b).

Systems Neuroscience Approach: Focusing on the

architecture of our model, the weights w of segregated

streams are modulated by means of three corticofugal gains

G1, G2, and G3 as shown in Fig. 1 (right). G1 takes

positive and negative values regarding the regulatory effect

in the corticofugal flux of information from the auditory

cortex to the medical geniculate body through the thalamic

reticular nucleus (TRN). Gain G2 takes positive values

mainly emphasizing the excitatory effects on cortex and

thalamus, while gain G3 represents the inhibitory effect of

the TRN to the dorsal thalamus. A more detailed neuro-

biological mapping of these gains to the hearing pathway is

given in the ‘‘Appendix A1’’.

The mapping of stream probability weights wk

(k = 1, …, d) in our ASA scheme, see section ‘‘A proba-

bilistic auditory scene analysis framework’’, into a specific

gain interval [ai, bi] was conducted by means of a transfor-

mation of the form Gi = ai(1 - wk) ? biwk (i = 1, 2, 3).

The three gains correspond to the neurophysiological con-

nectivity in the following way: The modulation of the gains

G1, G2, and G3 is accomplished by means of a corticotha-

lamic transfer function n that represents the activity between

cortical excitatory e and inhibitory i neural populations phie,i,

and subcortical incoming auditory stimuli An(�, �), as given

by

Fig. 1 Simplified probabilistic model of the auditory stream selection

Cogn Neurodyn (2010) 4:119–131 121

123



/e;iðk;wÞ
Anðk;wÞ

¼ nðP;G1;G2;G3; L; td; #ðkÞÞ;

where the function n incorporates the dendritic low-pass

filtering effects L, corticofugal time delays td, amplitude

modulation P , and a dispersion relation #ðkÞ that describes

the mean field cortical pulse-wave propagation of the aver-

age response of populations of neurons (Robinson et al.

2005). Following Robinson et al. (2005), the response to an

auditory stimulus An(�, �) by considering the excitatory

neural population as the main source of large-scale brain

activity, is represented by Dðr;wÞ ¼
R

D
/eðk;wÞ
Anðk;wÞWsðkÞdk. Here

Wsð�Þ is a function that comprises parameters related to the

auditory stimulus, while the domain D represents a finite two

dimensional approximation of the unfolded human cortex.

ALRs as large-scale electroencephalographic responses are

obtained by the inverse Fourier transform of the function

Dð�;�Þ. Based on implications of thalamic modulation as

precursor for controlling attention, ALRs were simulated by

varying corticothalamic loop gains and adding white

gaussian noise to emulate the spontaneous activity (Raichle

and Gusnard 2005). Technical details and references of this

computational model are given in ‘‘Appendix A3’’.

Effortful Corticofugal Modulation: Based on our numer-

ical results in Trenado et al. (2009), this forward ALR model

predicts a larger phase synchronization stability of the

sweeps (see section ‘‘Subjects and experimental para-

digms’’) for an increased top–down endogenous modulation

of the bottom–up data in the range of the N1 wave in ALRs,

resulting in stable gains especially G1. This mechanism of

synchronization of cortical and thalamic components needs a

stable feedback control. The oscillation of the thalamocor-

tical system must be adapted to incoming sensory events.

The hub of this synchronization process is most likely the

TRN. Many indications point toward this structure forming a

thin veil that covers most of the dorsal thalamus and sepa-

rates it from the cortex (Zikopoulos and Barbas 2006). In the

searchlight hypothesis, Crick (1984) stated a key role for the

TRN in attentional processes. Grossberg and Versace (2008)

proposed a model incorporating functional roles for both

specific and unspecific projections of the TRN, in which the

inhibitory projections to the thalamic relay nuclei provide an

anatomical matching of Grossberg’s adaptive resonance

theory (ART). They also state a top–down on-center pathway

from cortical layer 6 to the thalamic relay nuclei, supported

by a TRN-mediated off-surround (Grossberg and Versace

2008) analogue to the spotlight hypothesis as indicated by

some authors (Zikopoulos and Barbas 2006).

Physiologically, TRN might mediate synchronization

processes due to the strong interconnection of TRN-cells

by electrical synapses and additional inhibitory interneu-

rons for inhibition normalization (Grossberg and Versace

2008), receiving also driving input from two processing

stages. This gate-keeping function of the TRN depends

highly on the physiological state of the TRN cells. This

functional activation of the TRN is dominated by cortical

top–down projections but also influenced by cholinergic

and monoaminergic bottom–up projections from the

brainstem, regulating the membrane potential of the TRN

cells (Zikopoulos and Barbas 2007). Behavioral evidence

for the important role of the TRN in corticofugal modu-

lation is given by Wesse et al. (1999). They could dem-

onstrate an impairment in the selection of relevant targets

in an attentional orienting task after lesions in the visual

sector of the TRN.

Subjects and experimental paradigms

Tone Study (TS): For the first experimental setup, subjects

were student volunteers from the Saarland University and

Saarland University of Applied Sciences with normal

hearing. A total of 20 subjects (mean age: 27, standard

deviation: 4.1; 9 female, 11 male) entered the study. ALR

single sweeps were recorded using a commercially avail-

able amplifier (g.tec USBamp, Guger Technologies, Aus-

tria) and electrodes were placed at the left and right

mastoid, the vertex, and the upper forehead. Electrodes

impedances were below 5 kX in all measurements (filter:

1–30 Hz, sampling frequency: 512 Hz). Artifacts where

removed by an amplitude threshold of 50 lV.

Two different studies with two different paradigms were

used. The paradigms had a distinct degree of difficulty to

solve an auditory task. This difficult tone paradigm (DP)

and easy tone paradigm (EP) are explained below.

For DP we delivered 3 pure tones (1, 1.3 and 1.6 kHz) at

70 dB (SPL) of 40 ms duration each in random order to the

right ear at randomized inter-stimulus interval (ISIs) of

1–2 s. Meanwhile, the left ear was presented with music

which played the role as distractor. Subjects were required

to pay attention to the stimulus and detect the target tone

which was the 1.3 kHz stimulation.

For EP we delivered just 2 pure tones (0.5, 1.3 kHz) at

70 dB (SPL) of 40 ms duration each in random order to the

right ear at randomized inter-stimulus interval (ISIs) of

1–2 s. As before, the left ear was again presented with

relaxing music. Subjects were required to pay attention to

the stimulus and detect the target tone which was the

1.3 kHz stimulation.

The randomized stimulation paradigms were used to

maximize the entropy of the experiment such that their

solution requires an effortful task. The rational for DP and

EP is that solving DP requires more effort than solving EP.

The subjects had to push a button after a target tone had

been recognized. The number correctly identified target

tones also served as control of the cooperation of the

subject (the included subjects had a correct hit rate of more

122 Cogn Neurodyn (2010) 4:119–131
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than 80%). For the numerical analysis in section ‘‘Results’’,

we considered just ALRs that were evoked by the target

tone as it had the same frequency in both paradigms.

Syllable Study (SS): For the second experimental setup,

subjects were student volunteers from the Saarland Uni-

versity and Saarland University of Applied Sciences with

normal hearing. A total of 10 subjects (mean age: 27,

standard deviation: 3.23; 4 female, 6 male) entered the

study. ALR single sweeps were recorded using the very

same system as for TS.

Two paradigms with a distinct degree of difficulty to

solve a syllable detection task were used. The difficult

syllable paradigm (DSP) and easy syllable paradigm (ESP)

are explained below.

– syllables: /pa/, /da/, /ba/, considered as ‘‘difficult

syllable paradigm (DSP)’’

– syllables: /pa/, /de/, /bi/, considered as ‘‘easy syllable

paradigm (ESP)’’

We delivered the syllables at 50 dB (SPL) to the right

ear, embedded in multi-talker babble noise (SNR: ?5 dB)

at randomized inter-stimulus interval (ISIs) of 1–2 s and in

a randomized order (as before for TS). The syllables had a

duration of 200 ms (rise and fall time: 25 ms). In both

paradigms DSP and ESP, the target syllable was /pa/. The

subjects had to push a button after a target syllable had

been recognized. The number correctly identified targets

also served as control of the cooperation of the subject (the

included subjects had a correct hit rate of more than 80%).

Forward and inverse phase stability analysis

In this section, we introduce the scheme for the forward and

inverse analysis of the instantaneous phase of ALRs. We

focus here on the core equation and refer the reader to the

‘‘Appendix A2’’ for a technical definition of the time-scale

analysis tools employed here, namely, the continuous com-

plex wavelet transform (CCWT) and tight Gabor frames

(TGFs).

Phase Synchronization Stability: Using a phase cluster-

ing analysis on the unit circle [e.g., see Dobie and Wilson

(1989), Lachaux et al. (1999), and Varela et al. (2001)], we

have recently shown that the stability of the instantaneous

phase can be used to efficiently monitor auditory attention

in maximum entropy paradigms (Low et al. 2007).

Given the sequence X ¼ fxk 2 ‘2 : k ¼ 1; . . .;Mg of M

ALR single sweeps, we define the phase synchronization

stability by the following equation

CN
l;mðXÞ ¼

1

N

XN

k¼1

eıUl;mðxkÞ

�
�
�
�
�

�
�
�
�
�
; N�M; ð1Þ

where Ul;mðxkÞ represents the instantaneous phase, depend-

ing on the scale parameter l and the time parameter m. In the

case of the CCWT we obtain the wavelet phase synchroni-

zation stability (WPSS) by Ul;mðxkÞ ¼ argððWwxkÞ½l; m�Þ ,

whereWw is a discrete-time version of the wavelet operator

to the wavelet w as defined in Eq. 2 (‘‘Appendix A2’’). For

the TGFs we obtain the Gabor frame phase stability (GFPS)

by Ul;mðxkÞ ¼ argððGuxkÞ½l; m�Þ , whereGu is the tight Gabor

frame analysis operator to the generating function u as

defined in Eq. 5 and ‘‘Appendix A2’’.

Forward Analysis: The WPSS is well localized in time

and frequency using the Heisenberg adaptivity of the

wavelets, i.e., a large support in time for low frequencies

with a good frequency resolution and small support (good

localization) in time for high frequency components. The

scale parameter can be associated with the frequency by

fl = fw/Tl, where T is the sampling period and fw is the

center frequency of the wavelet w (Abry 1997).

As for the analysis of ALRs related to N1 wave mod-

ulations by attention (Strauss et al. 2008a), we use the

WPSS for the forward analysis by Eq. 1 in this study

with l = 40 which corresponds to the a/h-border (6–9 Hz)

for the chosen wavelet [the 6th derivative of the complex

Gaussian function as in Strauss et al. (2008a)].

It is easy to see that the synchronization stability as

evaluated by the wavelet phase stability in Eq. 1 is a value

in [0, 1]. We have a perfect synchronization stability for a

particular l0 and m0 for Cl0;m0 ¼ 1 (perfectly coherent pha-

ses) and a decreasing stability for smaller values due to

phase jittering.

Phase Stability Modification: The GFPS provides a

uniform decomposition of the ALR single sweep frequency

band such that each modulation parameter l can be

directly associated with a frequency band in Hz (see

‘‘Appendix A2’’). In contrast to the highly redundant

CCWT, TGFs may provide a very efficient analysis as well

synthesis of the analyzed signal using the very same

function, e.g., see Søndergaard (2007) an references

therein. Note that although the d-distribution reconstruction

allows also for a fast inverse CCWT (Farge 1992), it is not

possible to use the same function for the inverse transform

as in the case of TGFs in a computationally efficient way.

However, the price that we have to pay is a fixed resolution

in the time-frequency domain.

For the experiments in our study, we used a tight window

generated from the Gaussian function with 128 modulations

and m = 1. Note that these values result in an overcomplete

Gabor frame decomposition, see ‘‘Appendix A2’’, with

m = 0, 1, …, M - 1.

In order to show the effect of a stable instantaneous

ALR phase in the time domain, we employ TGFs for an

Cogn Neurodyn (2010) 4:119–131 123
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artificial phase stabilization/modification in the following

manner: we use the analysis operator Gu for the analysis of

ALR single sweeps. Then we introduce an artificial phase

stabilization, i.e., we restrict the phase to a particular

interval in order to modify the GFPS in this way. Subse-

quently, we use the TGF synthesis operator G�u (see

‘‘Appendix A2’’) to reconstruct the phase modified ALRs.

The average of the reconstructed signals provides then the

phase stabilized time domain representation of the aver-

aged ALR.

Let us describe the phase modification a bit more for-

mally: we denote the averaged instantaneous phase for

sample n of the N ALR sweeps by nn. The phase for sample

n of the analytic signal of each sweep is now adjusted by

mapping it to the range [nn, nn ? d] where d represents a

possible (controlled) phase noise factor which we set to 0.0

for the numerical experiments in this study. In this way, we

have the possibility for an inverse analysis of the phase

stability effect in ALR single sweep sequences. Note that it

is advantageous to use the Hilbert transform of the indi-

vidual ALR sweeps instead of the ALRs itself as we can

restrict our interest to positiv frequencies exclusively. The

reconstructed signal is then just the real part of the syn-

thesized complex signal, e.g., see Oppenheim and Schafer

(1989) for concept of analytic signals obtained from the

Hilbert transform.

Results

Effort & Phase Synchronization: In Fig. 2 (top, left) we

have shown a time domain matrix representation of

M = 100 ALR single sweeps for one subject solving DP

and EP, respectively. Each row of the matrix represents one
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Fig. 2 Left: Time domain matrix representation of ALR single

sweeps for measured (top) and simulated (bottom) data obtained

during DP and EP. The normalized amplitude is encoded in a

grayscale so that black corresponds to the smallest and white to the

largest amplitude. Right: The WPSS for the matrices at the left
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sweep. The amplitude is mapped to colors so that black

corresponds to the smallest amplitude and white to the

largest amplitude. The corresponding WPSS of the data

sets is shown in Fig. 2 (top, right). In Fig. 2 (bottom, left)

we have shown M = 100 simulated ALR sweeps in the

very same way as for the measured data. The WPSS of

these simulated data sets is shown in Fig. 2 (bottom, right).

It can be seen that the DP data sets exhibit a more clear

trace of the N1 and P2 wave than the ones in the EP

condition, for both, the measured and the simulated data. In

the EP data sets, the trace is more blurred. The WPSS of

the DP data sets is larger than for the EP data sets, espe-

cially in the N1 and P2 wave range. Note that the WPSS is

associated with larger effortful endogenous modulation

according to our discussion in section ‘‘Corticofugal

modulation and auditory late responses’’.

In Fig. 3 we have shown the evolution of the WPSS for

an increasing number of sweeps of one subject as example.

More precisely, we used Eq. 1 to obtain the (discrete)

function nl;m½n� ¼ Cn
l;mðXÞðn ¼ 1; 2; . . .;NÞ with N = 100,

l = 40, and m corresponding to 110 ms, i.e., a sample from

the N1 wave range.

It is noticeable that the WPSS provides a robust dis-

crimination of DP and EP data sets, even for a small

number of sweeps for the measured and simulated data.

However, in the simulated condition, the oscillatory

behavior is of course different due to the highly simplified

noise model.

Topological Mapping: In Fig. 4 we have shown a

topological mapping of the WPSS for 100 sweeps in a

paradigm/condition matrix using a 64 channel recording

from one subject as example. The matrix shows the WPSS

for solving DP and EP and for relaxing during the DP and

EP stimulation, i.e., not solving the paradigms. It is

noticeable that the WPSS is much larger in temporal and

parietal areas while solving the DP as compared to the

solution of EP and the relaxed condition, respectively.

Difficult/Easy Discrimination: Figure 5 (top, left) shows

the grand average (averaged over all the subjects) of the

ipsilateral WPSS in Eq. 1 for a sequence of N = 100

sweeps per subject and paradigm, respectively. It is

noticeable that the WPSS is much larger for the DP than for

the EP, especially in the expected interval (see sections

‘‘Corticofugal modulation and auditory late responses’’ and

‘‘Subjects and experimental paradigms’’). In Fig. 5 (bot-

tom, left) we have shown the results for the time resolved

(one-way) ANOVA (over the subjects to evaluate the sig-

nificance of the grand average in the plot above). It is

noticeable that in the interval of interest (see section

‘‘Corticofugal modulation and auditory late responses’’) of

the N1 and P2 wave in ALRs, we have significant differ-

ences between the EP and DP condition. A similar result is

obtained for the syllable analysis, i.e., ESP vs. DSP, see

Fig. 5 (top, right) and Fig. 5 (bottom, right). This shows

that the increased effort to solve the more difficult para-

digm is reflected in an increased WPSS of ALR sequences.

We refer to Vidal et al. (2005) for a detailed discussion of

the morphological time domain difference between tone

and syllable evoked potentials.

Artificial Phase Modification: In Fig. 6 we have shown

the results of an experiment using the phase modification

and synthesis approach described in section ‘‘Forward and

inverse phase stability analysis’’. In particular, we have

shown the averaged time domain waveform (using

N = 100 sweeps) for a DP and EP data set. The EP data set

was phase stabilized at the a/h-border and synthesized. The

a/h-border corresponds here approximately to scale 40 in

the WPSS experiments before. It is noticeable that the

average of the ALR single sweep set X in the EP condition

with this small band phase correction shows a large cor-

relation to the DP data set in the N1 and P2 wave range.
Fig. 3 The evolution of the WPSS over the sweeps as represented by

the function nl,m[�] (slightly smoothed for this graph and normalized)

DP

EP

solving relaxing

Fig. 4 Topological mapping of the WPSS for 100 sweeps in a

paradigm/condition matrix using a 64 channel recording. The rows
represent the WPSS while stimulating with DP and EP. The columns
represent the WPSS while solving the paradigm and a relaxing

condition. Normalized scale for WPSS: black/dark red (0) to white/

light yellow (1)
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In Fig. 7 the increase of the N1 wave negativity after the

phase stabilization for all the subjects (mean increase of the

negativity: -1.4047 lV; standard deviation: 0.6208 lV). It

is noticeable that the phase stabilization results in a larger

N1 negativity for all the subjects and thus has a crucial

influence on the N1 amplitude for the experimental data.

Discussion

Neurodynamics and Listening Effort. Although there is no

doubt on the importance of non-audiological variables for

hearing rehabilitation (Pichora-Fuller and Singh 2006;

Edwards 2007; Kricos 2000), research related to the

cognitive neuroscience of listening effort is still in its

infancy. Moreover, objective electrophysiological proce-

dures for the listening effort estimation are not available up

to now.

Using systems neuroscience, we tried to develop a first

neuropsychological and neurophysical framework of lis-

tening effort and its objective estimation by electroen-

cephalographic methods. In particular, we mapped a

recently proposed model of corticothalamic feedback

dynamics for neural correlates of auditory selective atten-

tion (Trenado et al. 2009) to the problem of listening effort

in an ASA framework. With a phase synchronization sta-

bility measure that we have recently proposed to assess the

endogenous modulation due to auditory attention by single

sweeps of ALRs (Trenado et al. 2009; Low et al. 2007),

the experimental results confirmed the model prediction.

Fig. 5 Top: Grand average of

the WPSS (over all the subjects)

for the different paradigms.

Bottom: The results for the time

resolved ANOVA (left: TS, i.e.,

EP vs. DP; right: SS, i.e., ESP

vs. DSP)
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Fig. 7 The increase of the N1 negativity after the artificial phase

stabilization in the EP data for all the subjects
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More precisely, an increased and effortful endogenous

modulation results in larger phase synchronization of ALR

single sweeps in the N1 and P2 wave range. By means of

this measure, we found significant differences in the WPSS

in the interval of interest of experimental data sets obtained

during a two different multiple (pure) tone paradigms (DP

and EP) which required a graduated effort for their solu-

tion. The experimental results resembled the simulated

data.

Pichora-Fuller and Singh (2006) highlighted the

importance of neuroscience research related to attention

and cognitive effort estimation for hearing aid fitting and

audiologic rehabilitation. Very recently, Shinn-Cunning-

ham and Best (2008) reviewed the role of selective atten-

tion in normal and hearing impaired listeners using ASA

arguments that follow (Bregman 1990). In particular, these

authors discussed how hearing impairment may degrade

selective attention. The discussion of these authors is in

line with the presented probabilistic ASA stream selection

framework to define the corticothalamic gain parameters

G1, G2, and G3 in the sense that endogenous modulation

has to complement a degraded automatic exogenous stream

formation, see section ‘‘A probabilistic auditory scene

analysis framework’’. Thus the presented results also

reinforce the ASA discussions of Shinn-Cunningham and

Best (2008).

ERPs are on one hand considered as the time-locked,

stimulus-locked, and synchronized activity of a group of

neurons that adds to the background electroencephalo-

graphic activity. On the other hand, the evoked responses

are regarded as a reorganization of the ongoing EEG.

According to this view, ERP can be generated by a

selective and time-locked enhancement of a particular

frequency band or at least in part by a phase resetting of

ongoing frequencies, see Sauseng et al. (2007) and refer-

ences therein. A comprehensive review on ERP genesis

was given in Sauseng et al. (2007) where evidence for both

models (evoked and phase reset models) was presented.

The question of the ERP generation has not yet been

convincingly answered although some evidence showed

that the mixture of both mechanisms is most probable.

In Fig. 6 we have shown that an artificial phase reset

significantly changes the time domain morphology of the

waveform—interestingly in way, such that a phase cor-

rected (the the a/h–border) EP data resembles DP data. For

the simulated data based on a neurophysical model which

is not based on the phase reset of ongoing oscillation this

could not be shown in the presented example. However,

solving this issue is beyond the scope of this paper.

Other ALR Components: The presented study focuses on

‘‘early’’ ALRs components (N100 and P200 wave) and

corticothalamic interactions. Later ALR components, e.g.,

the P300 [see Polich (2007) and references therein], the

N400 or P600 wave (Kotz et al. 2005) might also form a

substrate for the analysis of listening effort related vari-

ables, the latter two especially for the analysis of semantic

integration. However, these components depend on a

variety, partly very individual factors (Polich 2007; Kotz

et al. 2005) which have to be considered in the design of

experimental paradigms. A first analysis of ‘‘later’’ ALR

components with respect to listening effort in streaming

experiments can be found in Corona-Strauss et al. (2010).

For a possible model integration of such later compo-

nents, the presented model has to be complemented by

other computational models which focus on corticocortical

projects, e.g., see Husain et al. (2004), Husain et al. (2005).

Beside later cortical integration, the inclusion of recent

experimental evidence of (very) early corticofugal modu-

lation of subthalamic processing units (Suga et al. 2002) in

the presented model is also an interesting direction of

further research from a theoretical point of view. Such

effects can also be represented in an implicit way by

dynamically modulating the input to the presented model.

Limitations and Future Work: From an applied and

clinical point of view, the used experimental paradigms are

of course not designed for hearing rehabilitation proce-

dures. They are rather designed to maximize the required

effort and to minimize secondary factors due to stimulus

variations, e.g., different background noise and physical

stimulus characteristics. Indeed, the analyzed ALRs in our

study where evoked by the very same stimulus in the DP

and EP condition. Thus keeping this secondary effects as

small as possible was a constraint for this first inverse

experimental and forward computational study.

However, we showed that the experimental data

resembles the model predictions and that ALRs might

provide access to listening effort related variables in

electrophysiological data. The design of paradigms that are

appropriate for auditory rehabilitation using this frame-

work is a major objective of our further research.

Conclusions

We have introduced a systems neuroscience approach to

the problem of listening effort. By coupling a probabilistic

model of auditory stream selection with a neurophysical

framework for the simulation of auditory late potentials

depending on listening effort driven endogenous modula-

tions, we showed that listening effort correlates can be

assessed by the instantaneous phase stability of auditory

late potential sequences. Our experimental results verified

the model predictions.

It is concluded that the proposed neurophysical and

neuropsychological framework forms a first step to analyze

the cognitive neurodynamics of listening effort correlates.
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It might help to develop objective electroencephalographic

methods for its estimation in future.

Appendix

A1: Map of the gain parameters to the hearing path

The corticothalamic feedback dynamics in our model is

represented by three different gains which we map to the

hearing path in the following.

Gain G1: The auditory cortex projects indirectly to

thalamic reticular nucleus (TRN) by means of axon-col-

laterals of corticothalamic projections. Additionally the

TRN receives inhibitory input from dorsal thalamic nuclei.

Thus, the TRN provides an inhibitory influence on the

specific thalamus cores, namely the medial geniculate body

(MGB) in the case of auditory evoked potentials. The

target of TRN projections are the ventral and the medial

subnuclei of MGB. The ventral subnucleus (VMGB) is

specific for auditory processing, while the medial subnu-

cleus (MMGB) receives also information from non-audi-

tory pathways. The VMGB projects to anterior auditory

field (AAF), the posterior auditory field (PAF) and the

primary (A1) auditory cortex, the MMGB projects to the

ipsilateral parts of the primary (A1), and the secondary

(A2) auditory cortex, and to the ipsilateral posterior PAF

and the anterior AAF auditory fields.

Gain G2: The auditory cortex projects directly to all the

subnuclei of MGB, namely VMGB, MMGB, and the dorsal

geniculate body (DMGB), which also gets informational

input from earlier stages of the auditory pathway. Back

projection to the cortex occurs as described above plus

efferent projections from the dorsal subnucleus (DMGB) to

the auditory cortex.

Gain G3: As described above the auditory cortex pro-

jects indirectly to the TRN by means of axon-collaterals of

corticothalamic projections. The TRN has no efferent fibres

projecting towards the auditory cortex, but is part of a

thalamocortical feedback loop. The TRN receives addi-

tional input by axon-collaterals of thalamocortical projec-

tions. Due to its inhibitory influence on specific thalamus

cores (i.e. MGB) the TRN can directly regulate information

flow from thalamus to cortical areas.

A2: Wavelet and gabor frame phase synchronization

Wavelet Phase Synchronization Stability: We follow our

definition of the WPSS as in Strauss et al. (2008a). Let

L2ðRÞ denote the Hilbert space of all square integrable

functions, i.e., L2ðRÞ ¼ ff : R 7!C :
R
R
jf ðlÞj2dmu\1g:

Let further wa,b(�) = |a|-1/2w((� - b)/a) where w 2 L2ðRÞ is

the wavelet with 0\
R
R
jWðxÞj2jWðxÞj�1

dx\1 ðWðxÞ

is the Fourier transform of the wavelet), and

a; b 2 R; a 6¼ 0. The wavelet transform

Ww : L2ðRÞ �! L2ðR2;
dadb

a2
Þ ð2Þ

of a signal x 2 L2ðRÞ with respect to the wavelet w is given

by the inner L2-product ðWwxÞða; bÞ ¼ hx;wa;biL2 : In the

following, we restrict our interest to discrete time systems

and signals such that all signals are represented by

sequences. For the sake of a handy notation, we denote the

index of the individual sequence elements as argument in

square brackets. Let ‘2 denote the Hilbert space of all

square summable sequences, i.e., ‘2 ¼ ‘2ðZÞ ¼ fx :

Z 7!C :
P

m2Z jx½m�j
2\1g: To compute the WPSS for

such sequences in ‘2 rather than continuous time signals in

L2ðRÞ, we used the discretization scheme of Misiti et al.

(2000).

Tight Gabor Frames: We restrict our interest in the fol-

lowing further to time-invariant systems of the form um;n½�� ¼
um½��an�; n 2 Z;m ¼ 0; 1; . . .;M � 1; a 2 N[ 0; where

um 2 ‘2:A set fum;n : m; n 2 Z;um;n 2 ‘2g is called a frame

for ‘2 if

Ajjxjj2‘2 �
X

m;n2Z
jhx;um;ni‘2 j2�Bjjxjj2‘2 ; 8x 2 ‘2: ð3Þ

For A = B the frame is called a tight frame for ‘2 and we

have the expansion x ¼ A�1
P

m;n2Zhx;um;ni‘2um;n: If

jjumjj
2
‘2 ¼ 18m 2 Z and A = 1 we obtain orthonormal

expansions and for A [ 1 the expansion becomes

overcomplete and A reflects its redundancy. Two frames

fum;n : m; n 2 Zg and f~um;n : m; n 2 Zg for the Hilbert

space ‘2 are called dual frames if x ¼
P

m;n2Zhx;um;ni
~um;n; 8x 2 ‘2: A Gabor system ðu; a;M�1Þ for ‘2 is defined

as

um;n½�� ¼ e2pım�M�1

u½��an�; ð4Þ

i.e, the system represents a family of sequences which are

generated by one particular sequence due to modulation

and translation. A Gabor system that is also a frame for ‘2

is called a Gabor Frame for ‘2: For aM-1 [ 1 the system is

undersampled and cannot be a basis or a frame for ‘2: For

aM-1 = 1 we have the critically sampled case and, if the

Gabor system represents a frame, it is also a basis. For a
M-1 \ 1 we have the oversampled case and the Gabor

system cannot be a basis but a frame.

Tight Gabor frames have been constructed in Sønderg-

aard (2007), Thomas (1999). For a tight Gabor frame

fum;n : m; n 2 Z; um;n 2 ‘2g and an index set I ¼
f0; 1; . . .;M � 1g , we define the analysis operator by

ðGuxÞ½m; n� ¼ C½m; n� ¼ hx;um;ni‘2 : ð5Þ

We define synthesis operator with respect to the tight

Gabor frame by
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x½�� ¼ G�uC½m; n�
� �

½�� ¼
X

m;n2Z
C½m; n�um;n½��: ð6Þ

The described Gabor decompositions can also efficiently

be implemented by oversampled uniform band discrete

Fourier transform filter banks as shown in Bölcskei et al.

(1998).

A3: Mathematical model of corticothalamic feedback

What follows is based on the large-scale evoked potential

theory proposed in Robinson et al. (1997, 2005) and

Rennie et al. (2002) adapted to our discussion in sections

‘‘A probabilistic auditory scene analysis framework’’ and

‘‘Corticofugal modulation and auditory late responses’’.

According to Freeman (1991), within a neuron the

relationship between the rate of incoming pulses from

excitatory or inhibitory neurons Qae or Qai and their cor-

responding soma potentials Ve or Vi, can be obtained by an

impulse response equation of the form,

Ve;iðr; tÞ ¼ g

Z t

�1

wðt � t0ÞQae;aiðr; t0Þdt0; ð7Þ

where w(u) is a causal weight function with a characteristic

width that satisfies

Z1

0

wðuÞdu ¼ 1:

As stated in Robinson et al. (1997), a suitable choice for

w(u) is given by

wðuÞ ¼
ab

b�aðe�au � e�buÞ; b 6¼ a

a2ue�au; a ¼ b

(

ð8Þ

for u [ 0, where a and b represent the rise and decay times

of the cell-body potential produced by an impulse at a

dendritic synapse. By combining Eqs. 7 and 8 for the case

b = a, the mean field soma potential Va (a = e, i

excitatory and inhibitory), representing the synaptic

inputs from various types of afferent neurons that are

summed after being filtered and smeared out in time as a

result of receptor dynamics and passage trough the

dendritic tree, is governed by the following equation

DaVaðr; tÞ ¼
X

b

NabSab/bðr; t � sabÞ; ð9Þ

where

Da ¼
1

ab
d2

dt2
þ ð1

a
þ 1

b
Þd
dt
þ 1; ð10Þ

Nab is the average number of synapses from neurons of

type b = e, i, s on neurons of type a = e, i, where s stands

for subcortical, Sab represents the magnitude of postsyn-

aptic potentials, /b represents fields of incoming pulses and

sab are synaptic time delays.

In accordance to Rennie et al. (2002), the mean firing

rate Qa related to cell-body potential Va is given by a

sigmoidal-type function

Qa ¼
Qmax

1þ expf�½Vaðr; tÞ � ha�=rag
; ð11Þ

where ha is the mean firing threshold of neurons of type a,

ra is the standard deviation of this threshold in the neural

population, and Qmax is the maximum attainable firing rate.

An assumption that reflects the large-scale effect of

neural populations is that each part of the corticothalamic

system produces a field /a of pulses, which travels at a

velocity va through axons with a characteristic range ra.

Approximately such pulses propagate according to the

damped-wave equation

1

c2
a

o2

ot2
þ 2

ca

o

ot
þ 1� r2

ar2

� �

Caðr; tÞ ¼ Qa; ð12Þ

where ca = va/ra. The simulation of auditory evoked

cortical streams S is achieved by using a thalamic

stimulus An(k, w) of angular frequency w and wave

vector k, which for convenience is chosen to be a unit

Gaussian in time and space (centered at t0s and r0s with

standard deviations ts and rs), together with a function

Cl(k, w) which refers to an excitatory cortical activity of a

short-range neural population with local connectivity, to

define a corticothalamic transfer function

Clðk;wÞ
Anðk;wÞ

¼ A
LlLs

ð1� LlIll � LiIiiÞ
eiwtd=2

ð1� LsLrðG3ÞÞ

� ½1þ 1

ðk2r2
e þ q2r2

eÞ
ð LeIee

ð1� LlIll � LiIiiÞ

þ LeLsððG2Þ þ ðG1ÞLrÞeiwtd

ð1� LlIll � LiIiiÞð1� LsLrðG3ÞÞ�;

in which td represents the time delay between thalamus and

cortex, A represents an amplitude scaling factor, G1, G2,

and G3 are the relevant corticofugal and intrathalamic

gains, Lz represents a dendritic transfer function that exerts

a low pass filtering effect as given by

LðwÞ ¼ ð1� ix
N 1

Þ�1ð1� ix
N 2

Þ�1; ð13Þ

where N 1 ¼ a; g1 and N 2 ¼ b; g2, and Ixy stands for

secundary gain factors. The indices for the parameters

x, y, z = e, i, l, s, n, r denote e excitatory, i inhibitory, l

excitatory cortical neurons with local axons, s excitatory

thalamic neurons in specific and secondary relay nuclei, n

excitatory afferents to thalamus, and r inhibitory thalamic
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reticular neurons. The response to the thalamic stimulus is

given by

Dðr;wÞ ¼
Z1

0

kdk

2p
Cl

An
e�1=4k2r2

s J0ðkjr � r0sjÞ; ð14Þ

and the desired evoked potential streams can be obtained

by using

Rðr; tÞ ¼ F�1fe�1=2x2t2
s eixt0sDðr;wÞgðr; tÞ; ð15Þ

here J0 denotes the bessel function of first kind, and F�1

denotes the inverse Fourier transform, see Rennie et al.

(2002) for more details.
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