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Abstract
Accurate localization of apple fruits and recognition of occlusion types in complex orchard environments play an important 
role in precision agriculture. This work proposes an efficient fruit recognition model called Efficient Spatial and Channel 
Feature YOLOX (ESC-YOLO). ESC-YOLO is built upon YOLOX and fully leverages and emphasizes spatial channel 
information, ensuring coherence between global information and local features. The optimization strategies for the back-
bone network involve adopting EfficientViT as the foundational backbone, integrating Spatial and Channel Reconstruction 
Convolution (SCConv) into the input stem to reorganize spatial channel features and reduce redundancy, and constructing 
the Efficient-MBConv module, which is optimally combined with the EfficientViTBlock for feature extraction. The optimi-
zation strategies for the neck network involve utilizing the Centralized Feature Pyramid Net (CFPNet) as the neck network 
and employing a Simple, Parameter-Free Attention Module (SimAM) to enhance model performance. In this work, we 
adopted the lightweight model of the ESC-YOLO for performance evaluation, namely ESC-YOLO-S. It achieves a 4.26% 
improvement in Top-1 mean Average Precision (mAP) compared to YOLOX-S and significantly reduces the false and missed 
detections caused by various types of occlusions. Therefore, the improved model meets the requirements for high-precision 
identification in complex orchard environments.
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1 Introduction

The apple tree belongs to the deciduous Rosaceae family. 
Its spherical fruits are rich in nutrients and represent signifi-
cant crops in the fields of research and economics. Apples 
stand out as one of the most advantageous agricultural prod-
ucts globally, with widespread cultivation and production. 
To realize the efficient and automatic picking of apples, to 
ensure the timely harvest of mature fruits, and to improve 
the competitiveness of the apple market, further study of the 
key technologies of the apple-picking robot is essential [1, 
2]. The labor-saving mechanical automation planting and 
harvesting mode will reduce the adverse effects caused by 

increased labor costs, promoting the development of agri-
cultural intelligence.

The vision system is one of the most important parts of 
apple picking robot [3]. Fruit recognition and localization 
within the visual system play a crucial role in automated 
apple harvesting. Recent advancements in fruit detection 
research have shown promising progress. Zhang et al. [4] 
enhanced the YOLOv4 model by embedding attention mech-
anisms, resulting in a 3.45% increase in mean Average Preci-
sion (mAP) and achieving lightweighting. Divyanth et al. [5] 
employed generative adversarial networks to capture depth 
information on apple tree canopies, achieving only a 3.5% 
relative error. Wu et al. [6] utilized leaf insertion data aug-
mentation to simulate apple fruits with insufficient feature 
visibility due to random occlusion. These algorithms focus 
on detecting single fruit features like shape, texture, and 
color, or single harvesting factors such as depth, occlusion, 
and lighting. This allows for accurate harvesting of fruits in 
complex environments. However, indiscriminate harvesting 
may lead to damage to robotic arms or fruit falling due to 
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collisions, making it unsuitable for tasks involving complex 
occlusion.

With the development of technology, the application of 
convolutional neural networks in agriculture is becoming 
increasingly extensive. For example, Sun et al. [7] proposed 
an improved wheat head counting network that achieved 
precise detection and counting of small objects within com-
plex backgrounds. Currently, there are two main types of 
target detection algorithms: one-stage and two-stage. The 
SSD [8] and YOLO [9–12] series belong to the one-stage 
object detection models, widely used for real-time object 
detection due to their efficient speed and continuous accu-
racy enhancements. The R-CNN series are two-stage object 
detection models, which extract candidate regions and per-
form classification and bounding box regression for them. 
Classic models include R-CNN [13], Fast R-CNN [14], 
Faster R-CNN [15], and Mask R-CNN [16].

Extensive research efforts and numerous scientific 
attempts have been dedicated to fruit recognition through 
deep learning and have achieved some progress. However, 
various types of occlusions have an impact on fruit detec-
tion and automated production, leading to positional devia-
tions due to occlusion and blurriness, as well as false and 
missed detections. While simple fruit recognition tasks 
have achieved high accuracy, the challenge of determining 
whether a fruit is harvestable and accurately locating fruits 
with insufficient features remains in automated harvesting. 
To identify the types of occlusions in complex environ-
ments, this work proposes an improved apple fruit recogni-
tion model based on YOLOX [17]. This work presents an 
improved model that fully leverages and emphasizes spatial 
and channel information. The model achieves precise clas-
sification learning of multi-type and multi-scale features 
through a more comprehensive fusion of high fluidity and 
coherent feature information. Experimental results show 
that the model significantly improves recognition accuracy 
and reduces false and missed detections. Therefore, the 
improved model meets the requirements for high-precision 
identification in complex orchard environments. It provides 
new insights into the application of real-time detection in 
fruit recognition and contributes to automated harvesting 
decision-making by providing effective technical support for 
apple-picking robots.

2  Materials and methods

2.1  Data sources

The dataset used in the experiments includes 800 images 
of mature Scifresh apples from a commercial orchard near 
Prosser, Washington. These pictures were captured by 
a Microsoft Kinect V2 sensor at a height of 1.7 m above 

the ground, each with a resolution of 1920 × 1080 pixels. 
This dataset contains diverse occlusions of apples with dif-
ferent scales, poses, lighting conditions against complex 
backgrounds. These diverse characteristics contribute to 
enriching the variety of training samples and enhancing the 
generalization capability of the model.

2.2  Dataset construction

In the orchard, various occlusion scenarios can affect fruit 
picking. These include leaves, branches, and fruit occlu-
sion, as well as potential obstructions from wires, stakes, 
and pipes. In situations with various occlusions, inadequate 
harvesting strategies may result in the robotic arm squeezing 
or colliding with nearby fruits or becoming entangled with 
branches and other obstacles. This could lead to damage to 
both the fruits and the robotic arm.

This work categorizes common occlusion scenarios into 
four types. The first is leaf-shaped occlusion, mainly caused 
by foliage. The second is strip-shaped occlusion, covering 
branches, wires, supports, and pipes. The third is spherical 
occlusion, primarily caused by fruit occlusion. The fourth 
is no occlusion (Fig. 1). When the target under examination 
encounters multiple occlusions simultaneously, the safety of 
harvesting is taken into consideration. Strip-shaped occlu-
sions are given priority over spherical occlusions, and spher-
ical occlusions are given priority over leaf-shaped occlu-
sions. Based on these four types of occlusions and labeling 
principles, LabelImg is used to annotate the apple dataset. 
The annotation of fruits depends on the minimum bounding 
rectangle of the apple fruits. The size of the bounding box 
corresponds to the region of the image and the area of the 
original environment, which can be categorized as small, 
medium, or large. Therefore, the size of the bounding box 
can also indicate the distance of the fruit target from the 
camera. Due to the limited reach of the robotic arm, small 
targets in the distance are considered as background and not 
labeled to reduce false detections and performance waste. 
The apple images were processed with random image aug-
mentation after completing the annotation. This step was 
aimed at enhancing the richness and diversity of the training 
dataset to improve the model's generalization capability and 
robustness while reducing data bias to mitigate the risk of 
overfitting. Following image augmentation, the dataset was 
expanded to 4800 images and randomly divided into training 
set, validation set, and test set in a ratio of 7:2:1.

2.3  Model selection

Due to the diversity in dataset characteristics and detection 
model structures, different models perform differently on 
various datasets. Figure 2 presents the results obtained 
from training the apple dataset using YOLO series object 
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detection models. It is crucial to select a suitable detec-
tion model based on the specific task and dataset features. 
Compared to other models in the YOLO series, YOLOX 
achieved the highest mAP when trained on the apple 
dataset. Additionally, it demonstrated faster convergence 
speed and lower latency. The scale of models from N to X 
increases sequentially. The N and T versions of YOLOX 
do not meet the experimental requirements in terms of 
recognition accuracy. The M, L, and X versions do not sig-
nificantly improve accuracy despite having larger param-
eters (Fig. 2).

Therefore, this work adopts the YOLOX-S as the base 
model for apple fruit recognition tasks. This model has 
moderate parameters and strikes a balance between accu-
racy and detection speed.

2.4  Efficient spatial and channel Feature YOLOX

The backbone feature extraction network of YOLOX is 
CSPDarknet, while the enhanced feature extraction network 
adopts the Path Aggregation Network (PANet) [18] struc-
ture. In YOLOX, the decoupled detection head serves as the 
classifier and regressor, achieving separation of predicted 
classification, regression, and Intersection over Union (IoU) 
parameters. These structures enable YOLOX to demonstrate 
superior performance.

Due to the complexity of orchard environments and the 
multitude of detection targets, accurately identifying occlu-
sion situations poses a challenge to existing YOLOX models. 
To provide a more suitable detection solution for identifying 
apple occlusions in orchard environments, this work pro-
poses an improved detection model (Fig. 3). Efficient Spatial 
and Channel Feature (ESC-YOLO) is built upon YOLOX, 
with the primary objective of enhancing the utilization of 
spatial and channel information. The improvement aims 
to improve the flow and coherence of feature information 
within the model, fully learn and focus on global informa-
tion and local features, as well as achieve recognition and 
detection of various feature information and small targets in 
complex environments.

Firstly, the improved EfficientViT [19] serves as the back-
bone network of YOLOX. Within the ResBlock [20] of Effi-
cientViT, Spatial and Channel Reconstruction Convolution 
(SCConv) [21] are added to further reduce feature redun-
dancy, decrease model computational complexity, and improve 
model generalization capability. Secondly, the Efficient Mobile 
Inverted Residual Bottleneck Convolution (E-MBConv) mod-
ule embedded with Efficient Local Attention (ELA) [22] is 
employed to replace certain MBConv [23, 24] modules in Effi-
cientViT. This substitution aims to improve the efficiency of 
utilizing spatial information and paying attention to local spa-
tial information. Thirdly, the Centralized Feature Pyramid Net 
(CFPNet) [25] is employed to replace the Path Aggregation 

Fig. 1  Schematic diagram illustrating the correlation between the size of the bounding box and the distance of targets from the camera  Classifi-
cation of fruit occlusion: a1 for leaf-shaped, a2 for strip-shaped, a3 for spherical, and a4 for no occlusion

Fig. 2  Performance comparison of YOLO series detection models
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Feature Pyramid Network (PAFPN) neck network of YOLOX. 
This change is made with the intention of capturing long-range 
dependencies and focusing on feature information at multiple 
scales. By implementing a globally unbiased learning pat-
tern, the model's detection capability for dense targets has 
been strengthened. Additionally, embedding the SimAM [26] 
into the neck network endows the model with both spatial and 
channel attention. Finally, the Generalized Intersection over 
Union (GIoU) [27] is employed as the optimized loss function 
to accurately assess the performance of the fruit recognition 
model.

3  Model construction and analysis

3.1  Experimental setup

3.1.1  Environment and platform

All experiments were conducted on a 64-bit Ubuntu 
18.04.6 LTS system using PyTorch 1.11.0 for deep learn-
ing and CUDA 11.4 for parallel computing. The hard-
ware specifications include an Intel Core i7-10700K 
CPU@3.80 GHz × 16, 32 GB of RAM, and an NVIDIA 
GeForce RTX 3080 graphics card with 10 GB of VRAM.

Fig. 3  The schematic diagram of the overall structure of ESC-YOLO. 
Here, RSBlock refers to embedding SCConv into the ResBlock mod-
ule; E-MBConv refers to the Efficient-MBConv module, which rep-

resents replacing the SE module with the ELA in the MBConv. Cls. 
and Seg. respectively represent predictions for classification and 
regression
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3.1.2  Hyperparameter settings

The model is configured to utilize multi-threaded process-
ing with 4 threads and unfreeze the backbone for training 
all network parameters. The Adaptive Moment Estima-
tion (Adam) optimizer is used to optimize the network 
parameters, with the maximum learning rate set at 0.001, 
momentum set at 0.937, and another hyperparameter set 
at 0.999 [28]. The batch size is set at 4, and the number of 
epochs is optimized during the training process to ensure 
that the model is trained until convergence.

3.2  Improved backbone feature extraction network

3.2.1  EfficientViT

The Vision Transformer (ViT) [29] is a model that utilizes 
self-attention mechanisms to process image data and has 
been successful due to its efficient modeling capabilities. 
However, significant performance advantages come with 
high computational costs. EfficientViT adopts cascaded and 
lightweight multi-scale linear attention modules to reduce 
computational redundancy and enhance attention diversity 
for global receptive fields and multi-scale learning.

According to Table 1, EfficientViT demonstrates a signifi-
cant improvement in recognition accuracy compared to other 
backbone networks. In comparison to lightweight models 
such as MobileOne, ResNet, and ResNeXt, achieves excel-
lent frames per second. Compared to RepViT, which also 
belongs to the ViT, EfficientViT overcomes the high com-
plexity and computational demands of ViT. By combining 
the efficient design of EfficientNet and EfficientNetV2 with 
the self-attention mechanism of ViT, it achieves a good bal-
ance between speed and accuracy while maintaining moder-
ate parameters. Therefore, it surpasses the performance of 
other tested feature extraction networks.

3.2.2  Spatial and channel reconstruction convolution

SCConv consists of two parts: the Spatial Reconstruction 
Unit (SRU) and the Channel Reconstruction Unit (CRU). 
The SRU utilizes separation-reconstruction method to sup-
press spatial redundancy, while the CRU employs a seg-
mentation-transformation-fusion strategy to reduce channel 
redundancy and lower computational costs and complexity. 
The utilization of SCConv strengthens the backbone net-
work's attention to spatial channel information. As shown 
in Eq. (1), the input feature maps are normalized through 
Group Normalization (GN) [35].

Here X is the input feature, � and � are the mean and 
standard deviation in X , � is a small constant. After nor-
malization, using linear affine transformation to obtain the 
indicator parameter � for spatial information richness as 
described in Eq. (2). Here � and � are trainable affine trans-
formation. The higher value of � , the richer spatial informa-
tion contained in the feature maps.

Obtain � through Eq. (3). The higher value of � , the more 
important the layer is.

After determining the spatial distribution of information 
richness, the weights of the feature maps are reweighted and 
then mapped through the sigmoid function. Selective pas-
sage is conducted based on the threshold � using the gate 
function Eq. (4), where W1 , W2 represent the informative 
weights and non-informative weights.

The output XW
1

 is rich in spatial information, while XW
2

 
with lower content can be considered redundant. The two are 
split from the channel and numerically added in an alternat-
ing manner to obtain XW1 and XW2 . These results are con-
catenated along the depth dimension to complete the spatial 
reconstruction. Spatial redundancy occurs when convolu-
tional neural networks need to focus on all feature maps, 
but there is an uneven distribution of spatial information 
among them. Through conducting spatial reconstruction, 
the features are weighted based on their richness of infor-
mation, resulting in the extraction of features with richer 

(1)X
out

= GN(X) =
(X − �)
√

�2 + �

(2)X
out

= �X + �

(3)�i =
�i

∑

k=0 �j
, i, j = 1, 2,… ,C

(4)
Xw
1
=

{

1 > 𝜎

W1 ⊗ X
(i)

1
≤ 𝜎

,

Xw
2
=

{

W2 ⊗ X
(i)

2
> 𝜎

0 ≤ 𝜎

Table 1  The performance comparison shows results from replacing 
the backbone network with various feature extraction networks while 
utilizing YOLOX-S as the base model

Backbone network Top-1 mAP (%) Latency (ms) Params (M)

EfficientViT 84.11 9.60 24.532
YOLOX-S(base) 80.67 9.54 8.939
ConvNeXt [30] 78.01 13.30 26.854
EfficientNet [24] 83.04 13.28 18.504
EfficientNetV2 [31] 83.52 17.91 75.288
MobileOne [32] 75.14 12.10 5.684
RepViT [33] 80.96 13.90 12.501
ResNet [20] 76.18 9.51 6.211
ResNeXt [34] 79.15 9.33 6.181
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information. This process enriches the feature informa-
tion and reduces spatial redundancy by transferring feature 
information from layers with poor information to layers with 
abundant information (Fig. 4). 

In the channel convolution, the output of the SRU under-
goes channel compression when used as input. This method 
aims to reduce information redundancy by decreasing the 
information content in the feature channels. However, this 
compression process may result in the loss of some feature 
information. Therefore, the features with �C channels serve 
as the rich feature extractor, while those with (1 − �)C chan-
nels serve as the shallow detail extractor. The rich feature 
extractor utilizes group convolution with a large receptive 
field to capture global information, while pointwise con-
volution operates on individual pixels to retain local detail 
information. This compensates for the loss of information 
in sparse convolution. The shallow detail extractor utilizes 
pointwise convolution with a single-element receptive field 
to capture local detail features. Additionally, channel concat-
enation fusion is employed to merge detail features from dif-
ferent levels and enhance the network's expressive capability. 
As shown in Eq. (5), global average pooling is employed to 
obtain global spatial information with channel-wise statistics 
Sm . Here, H and W  represent the height and width of the 
feature map, while Yc(i, j) denotes the value corresponding 
to channel c at position (i, j) in the input feature map.

The values of two one-dimensional tensors are expanded 
along channels and normalized according to Eq. (6).

(5)Sm = Pooling(Ym) =
1

H ×W

H
∑

i=1

W
∑

j=1

Yc(i, j), m = 1, 2

(6)�1 =
es1k

es1k + es2k
, �2 =

es2k

es1k + es2k
, k ∈ [1,C]

Finally, the feature importance vector �1 , �2 will be used 
to obtain channel-refined features Y  according to Eq. (7), 
where Y1 , Y2 represent the upper and lower features.

In the upper segment of the channel reconstruction mod-
ule, the rich global information is merged with local fea-
tures. Strengthening common features through element-wise 
addition contributes to enhancing the expressiveness and 
generalization capability of the features. In the lower seg-
ment of the channel reconstruction module, richer seman-
tic information is acquired by concatenating the extracted 
detailed features with the original image (Fig. 5). 

3.2.3  Efficient‑MBConv

The standard configuration of the EfficientViT module com-
prises an input stem and four stages. Stages 3 and 4 of the 
EfficientViT consist of MBConv and EfficientViTBlock. 
The EfficientViTBlock can be substituted with MBConv 
and E-MBConv, resulting in different combinations. Table 2 

(7)Y = �1Y1 + �2Y2

Table 2  EfficientViT serves as the backbone network, with stages 3 
and 4 employing different combinations of MBConv and Efficient-
ViTBlock for comparative analysis of model performance

Here, MBC represents the MBConv and EVB represents the Effi-
cientViTBlock

Combination Top-1 mAP (%) Latency (ms) Params (M)

[EVB, EVB] 82.33 13.39 75.994
[MBC, EVB] 80.70 (− 1.63) 9.39 68.909
[MBC, MBC] 83.11 (+ 0.78) 11.31 74.506

Fig. 4  The architecture of Spatial Reconstruction Unit and the flow of spatial information during separation and reconstruction. On the coordi-
nate axis, c represents channel and y represents the richness of spatial information
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illustrates the impact of the backbone network on the model 
performance under different combinations.

The MBConv module has a simpler structure compared to 
the EfficientViTBlock, significantly reducing parameters and 
computations. However, its performance in complex tasks 
is inferior to that of the EfficientViTBlock. The combina-
tion of [MBC, EVB] achieves the highest accuracy, with 
reduced latency and parameters compared to the original 
[EVB, EVB]. Therefore, the combination of [MBC, EVB] 
is the more suitable option.

MBConv employs the SE [36] block to assign differ-
ent weights to positions in the image based on the chan-
nel domain. This demonstrates great adaptability and can 
be applied to various deep-learning tasks. However, the SE 
block only considers encoding channel spatial information 
while neglecting the spatial positional information of fea-
ture maps. This limitation poses challenges in fruit recogni-
tion tasks. In this work, the ELA module was adopted to 
replace the SE attention mechanism within the MBConv 
structure. The result is a module called E-MBConv (Fig. 6), 
which demonstrates improved performance. ELA employs 
stripe pooling in the spatial dimension to capture long-range 
dependencies, replacing 2D convolutions with 1D convo-
lutions in both horizontal and vertical directions to pro-
cess sequential signals in channels. This not only endows 
E-MBConv with more precise positional attention but also 
reduces the model's parameters. With the optimal module 
combination of [MBC, EVB] previously, the initial MBConv 
module in stages 3 and 4 of the backbone was substituted 
with the E-MBConv module. This replacement enabled an 
evaluation of the impact of the SE and ELA attention mecha-
nisms on performance (Table 3).

Table 3 shows that replacing the SE block in MBConv 
with ELA significantly reduces model parameters while 
improving detection accuracy. Therefore, ELA outperforms 
SE in terms of performance.

Fig. 5  The architecture of the Channel Reconstruction Unit. Using fruit trees to represent global information, while branches, fruits, and leaves 
to represent local information. This approach concretely demonstrates how convolutional operations extract different types of information

Fig. 6  The structure diagram of E-MBConv, obtained by replacing 
the SE in MBConv with ELA

Table 3  Based on the combination of [MBC, EVB], the performance 
comparison of models using MBConv and E-MBConv

Module Top-1 mAP (%) Latency (ms) Params (M)

MBConv 82.33 13.39 75.994
E-MBConv 83.56 (+ 1.23) 14.34 34.192
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3.3  Neck network improvement and optimization

3.3.1  Centralized feature pyramid

The feature pyramid is a fundamental network structure used 
to detect targets with different scales and effectively leverage 
various scale feature information. In YOLOX, PAFPN serves 
as the neck network, while ESC-YOLO utilizes CFPNet for 
improved feature fusion. Compared to PAFPN, CFPNet 
has a broader receptive field, more comprehensive feature 
interaction, and a stronger emphasis on local information. It 
not only captures global long-range dependencies but also 
efficiently acquires comprehensive and distinctive features.

In CFPNet, the top-down and bottom-up feature paths 
are similar to PAFPN. However, different from PAFPN 
directly transmits and integrates global information at 
different scales, CFPNet initially extracts the most abun-
dant global information and easily lost local information 
separately using an Explicit Visual Center (EVC) (Fig. 7). 
Following dimension concatenation, Global Centralized 
Regulation (GCR) is implemented to normalize cross-layer 
features across the entire feature pyramid. This allows the 
feature pyramid to demonstrate spatial weights that reflect 
global information at various scales, achieving compre-
hensive and discriminative feature representation. The 
Lightweight Multilayer Perceptron (MLP) is employed to 
capture global information. The first part achieves spa-
tial information fusion on different dimensions of input 
feature maps through Depthwise Separable Convolution 
(DWConv) [37], while the second part achieves channel-
wise information fusion via the Channel MLP [38]. The 
combination of these two parts completes the capture of 
global long-range dependencies, thereby enhancing the 
model's generalization capability and robustness under 

channel scaling and stochastic depth-wise dropout opera-
tions. The Learnable Visual Center (LVC) is used to focus 
on the local features. Firstly, a series of convolutional lay-
ers is utilized to encode the input feature maps. A group of 
trainable scale factors is set in the dictionary to adjust the 
weights of the encoded features, continuously fitting with 
a fixed codebook. Subsequently, a fully connected layer 
and a 1 × 1 convolutional layer are employed to predict 
the salient features. The output from these layer structures 
is used for channel-wise multiplication, addition with the 
original input, and extraction of local regional features.

The neck networks of YOLOX-S respectively employ 
PAFPN and CFPNet to analyze performance changes 
(Table 4). Serving CFPNet as the neck network exhibits a 
1.88% improvement in Top-1 mAP compared to PAFPN. 
This increase in accuracy is attributed to CFPNet's capa-
bility to focus on both global and local features. However, 
due to the more comprehensive feature fusion conducted 
by CFPNet, there was a slight increase in both parameters 
and latency.

3.3.2  Parameter‑free attention mechanism

SimAM is a module that evaluates the importance of each 
neuron by measuring the linear separability between neu-
rons, aiming to enhance the attention mechanisms. First, 

Fig. 7  The structure diagram of EVC

Table 4  Performance comparison of YOLOX-S neck network using 
PAFPN and CFPNet respectively

Neck network Top-1 mAP (%) Latency (ms) Params (M)

PAFPN 80.41 9.54 8.951
CFPNet 82.29 (+ 1.88) 11.44 13.155
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calculate the differences d of each element in the input fea-
tures X as Eq. (8), where n , c , h , and w represent the batch 
size, channels, height, and width of a tensor, respectively. 
Xn,c represents the calculation of the mean on dimensions 
h and w for channel c.

Then, compute the variance v of each channel.

Calculate the attention weights Einv and model the 
importance of each pixel as Eq. (10), where � is a config-
urable constant.

Finally, perform element-wise multiplication between 
the input features X and the attention weights Einv to obtain 
the adjusted features Y  . Here, �(⋅) represents the sigmoid 
function.

Compared to traditional one-dimensional and two-
dimensional attention mechanisms, SimAM combines 
spatial and channel attention to facilitate the selection of 
information during visual processing. SimAM does not 
introduce additional parameters and is a parameter-free 
attention mechanism, which is friendly and effective in 
reducing model parameters and computational cost.

4  Experimental results analysis

4.1  Backbone ablation experiment

In this work, improvements were made to the backbone 
feature extraction network and the neck-enhanced feature 
extraction network of YOLOX. The neck network was 

(8)dn,c,h,w =

(

Xn,c,h,w − Xn,c

)2

(9)vn,c =
1

N × H ×W − 1

H
∑

h=1

W
∑

w=1

dn,c,h,w

(10)Einvn,c,h,w =
dn,c,h,w

4
(

vn,c + �
) + 0.5

(11)Yn,c,h,w = Xn,c,h,w × �
(

Einvn,c,h,w

)

enhanced by replacing PAFPN with CFPNet, which achieves 
a more comprehensive feature fusion. EfficientViT employs 
three strategies to optimize and serve as the backbone net-
work of ESC-YOLO. First, it incorporates the SCConv mod-
ule into the ResBlock of the input stem. Second, it utilizes 
the optimal combination of MBConv and EfficientViT-
Block in stages 3 and 4. Third, it replaces the SE module in 
MBConv with ELA.

To assess the impact of the three backbone network opti-
mization strategies on model performance, the enhanced 
results of the combination were analyzed through a back-
bone network ablation experiment (Table 5). The models 
were trained until convergence with modifications made 
solely to the backbone network while maintaining the over-
all structure and parameter settings unchanged.

Comparing experiment Methods 1, 2 and 7, it shows that 
the single SCConv module has limited impact on the overall 
model performance, with only a 0.04% improvement. How-
ever, when the reconstructed spatial and channel features 
receive the focus of ELA, there is a more comprehensive 
utilization of spatial-channel information, resulting in a 
1.03% increase in Top-1 mAP and a significant improve-
ment in performance. In Methods 1 and 4, replacing the 
SE attention mechanism with ELA significantly reduces 
the model's parameters. Furthermore, when compared to 
solely enhancing local attention in the backbone network, 
the joint attention of ELA and CFPNet on both the backbone 
and neck networks facilitates the extraction of local feature 
information. This joint attention also enhances the flow and 
coherence of information within the model, promotes feature 
fusion and collaborative learning, ultimately resulting in a 
Top-1 mAP increase up to 83.65%. In Methods 1 and 3, the 
combination of [MB, EVB] shows superior performance, 
smaller parameters, and faster inference speed compared 
to the original configuration. According to Method 8, the 
improved EfficientViT has advantages in all three optimi-
zation strategies. These strategies complement each other, 
significantly enhancing the performance of ESC-YOLO and 
promoting the effective utilization of spatial and channel 
features. As a result, the model achieves a Top-1 mAP of 
84.82%.

Table 5  Ablation study on the 
improved model's backbone 
network. Here, A represents 
the utilization of RSBlock, 
B represents the use of the 
optimal combination of [MBC, 
EVB], and C represents using 
E-MBConv as the MBC in the 
combination

Method A B C Top-1 mAP (%) Latency (ms) Params (M)

1 × × × 82.68 15.91 80.198
2 √ × × 82.72 (+ 0.04) 17.75 80.199
3 × √ × 83.14 (+ 0.46) 13.38 78.710
4 × × √ 83.65 (+ 0.97) 16.17 38.396
5 √ √ × 83.60 (+ 0.92) 14.82 78.712
6 × √ √ 84.29 (+ 1.61) 13.97 36.908
7 √ × √ 83.71 (+ 1.03) 18.26 38.398
8 √ √ √ 84.82 (+ 2.14) 14.92 36.910



 Journal of Real-Time Image Processing          (2024) 21:162   162  Page 10 of 14

4.2  Comparative experiment of attention 
mechanisms

In this work, attention mechanism modules are embedded 
at the outputs of Layers 1, 2 and 3 in the neck network of 
ESC-YOLO. This improvement aims to enhance the model's 
focus on input features while improving its performance, 
generalization ability, and interpretability.

According to Table  6, the comparison of attention 
mechanisms embedded in the neck network shows that 
their inclusion has a noticeable impact on directing feature 
extraction towards specific regions and improving network 
performance. The CBAM demonstrates strong perfor-
mance in enhancing network accuracy, but it also leads to 
a significant increase in model inference time. In contrast, 
the SimAM does not introduce additional parameters and 
shows excellent performance in both inference speed and 
accuracy, achieving a balanced performance.

To clearly illustrate the model's focus on different 
regions, this work employs heatmaps to visualize the atten-
tion mechanisms. Models without weights are trained for 
10 epochs under a consistent setting and the visualization 
results are shown in Fig. 8. After embedding attention 
mechanisms into the model, the improved models exhibit 
heightened focus on target fruits in orchard environments 
characterized by direct sunlight exposure, dense fruit 
distribution, and no occlusion. Compared to ESC-YOLO 
without attention mechanisms and those embedding CA or 
CBAM, SimAM demonstrated a higher degree of attention 
to primary regions and local features, facilitating improved 
learning and classification. Furthermore, SimAM demon-
strates an improvement in reducing missed detections, 
demonstrating greater versatility and robustness. There-
fore, it exhibits superior performance.

4.3  ESC‑YOLO vs. YOLOX performance comparison

4.3.1  Feature map visualization

Feature map visualization is a method used to visualize 
the intermediate feature maps of deep neural networks. 
As convolutional neural networks increase in depth, the 
size of the image decreases and the contained information 
becomes more abstract. This work extracts three different-
sized and dimensioned feature maps from stages 2, 3 and 
4 of ESC-YOLO-S, as well as the output of the YOLOX 
backbone network with depths of 128, 256, and 512. This 

Table 6  Comparison of performance with different attention mecha-
nisms embedded in the neck network of ESC-YOLO

Attention module Top-1 mAP (%) Latency (ms) Params (M)

Base 84.82 14.92 36.910
+ Coord. A [39] 84.76 (− 0.06) 15.43 36.946
+ CBAM [40] 85.01 (+ 0.25) 16.44 36.932
+ SimAM 84.93 (+ 0.17) 15.28 36.910

Fig. 8  Comparison of heatmap 
visualization includes YOLOX 
(base), ESC-YOLO, and ESC-
YOLO with different attention 
mechanisms embedded in 
CFPNet
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method helps observe the learning behavior and focus of the 
two models on different information and features.

In Figs. 10 and 11, a portion of the image containing a 
clearly defined main branch is selected. The marked bound-
ing boxes of all the fruits in this area are labeled as Large. 
This input image contains clear and rich local details, which 
are used to analyze the detection and attention capabilities of 
the two models regarding local details. Figure 11 randomly 
selects an image from the dataset, which is used to analyze 
the detection and attention capabilities of the two models 
regarding global information.

Figure 9 illustrates that ESC-YOLO demonstrates a more 
precise focus on fruit information at the dimension of 128. 
Even at deeper dimensions, ESC-YOLO maintains its atten-
tion on fruit information, while YOLOX's focus on fruit 
information becomes dispersed and mixed with attention to 
other features.

The information regarding occlusion types includes 
details about fruit edges, leaves, and branches. Accurate 
identification of occlusion types requires models to effec-
tively distinguish and learn these features.

Figure 10 reveals that ESC-YOLO accurately identifies 
the contours of fruits, while YOLOX's contour ranges are 
blurred and contain fruit information. In terms of leaf recog-
nition, ESC-YOLO effectively identifies and focuses on the 
leaves near the fruits, and successfully segments the areas 
containing both fruits and leaves, even in cases where occlu-
sion may occur. In contrast, YOLOX only achieves blurry 
recognition in certain areas. In terms of branch information, 

ESC-YOLO maintains attention to the tiny local details of 
branches within various feature information. In contrast, 
YOLOX lacks distinct branch feature information, which is 
a major factor in false detections.

In Fig. 11, ESC-YOLO accurately identifies the positions 
of fruit, clarifying the layout and interrelation between fruits 
and leaves at dimension 256. In contrast, YOLOX's feature 
map is chaotic, with blurred attention regions. This demon-
strates ESC-YOLO's significant advantage in detecting the 
global information and local details, learning various types 
of feature information, and attending to global context com-
pared to YOLOX. Both in terms of local or global detection, 
ESC-YOLO outperforms YOLOX.

4.3.2  Visualization of test results

To assess ESC-YOLO's performance in fruit detection and 
occlusion recognition, we selected samples from the test set 
with different fruit distributions and environmental condi-
tions. The selected samples include: a. abundant and densely 
distributed fruits, b. sparsely distributed fruits with complex 
occlusions, and c. direct sunlight and shadows from branches 
and leaves.

Figure  12 demonstrates that ESC-YOLO accurately 
locates and identifies the spatial distribution of fruits, 
regardless of density. In comparison, YOLOX shows lower 
accuracy with a higher rate of false and missed detections. 
ESC-YOLO maintains clear classification and higher confi-
dence levels even under special lighting conditions. It also 
exhibits more precise spatial object recognition and an accu-
rate grasp of local detailed features compared to YOLOX. 
Additionally, ESC-YOLO outperforms YOLOX in occlusion 
recognition, accurately identifying occlusions in various sce-
narios where YOLOX fails to do so. Therefore, ESC-YOLO 
outperforms YOLOX in both detection accuracy and occlu-
sion recognition.

To further compare the performance differences between 
the two models, two indicators are used for the data analysis 
of four different occlusion types. The definitions of False 
Detection Rate (FDR) and Missed Detection Rate (MDR) 
are provided in Eqs. (12) and (13) to quantify the occurrence 

Fig. 9  ESC-YOLO and YOLOX learn the information about Large-
area fruits in channel 128, 256 and 512

Fig. 10  ESC-YOLO and YOLOX learn the information about differ-
ent types of features

Fig. 11  ESC-YOLO and YOLOX learn the global information about 
Medium-area in channel 128, 256 and 512
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of false and missed detections in fruit recognition models. 
Here, Nai represents the number of ground truth bounding 
boxes for each class, FNai represents False Negatives for 
each class and TPai represents True Positives for each class.

The smaller the values of FDR and MDR, the lower the 
frequency of false and missed detections, indicating supe-
rior performance of the fruit recognition model. According 
to Table 7, ESC-YOLO achieved lower FDR and MDR for 
all four types of occlusions. Particularly noteworthy is its 

(12)FDRai =
FNai

Nai

, i = 1, 2, 3, 4

(13)MDRai = 1 − FDRai −
TPai

Nai

, i = 1, 2, 3, 4

significant improvement in detecting type a2 occlusions. It 
can be inferred that ESC-YOLO has the capability to identify 
small-scale objects and features. There has been an improve-
ment in model performance due to a significant reduction 
in false and missed detections. According to Table 8, our 
ESC-YOLO exhibits superior accuracy and generality in 
detecting multi-scale objects. Compared with YOLOv7-L, 
YOLOv8-S, YOLOv8-L, Gold-YOLO-S, and RT-DETR-
R50, ESC-YOLO achieves improvements of 5.89%, 5.56%, 
3.48%, 3.31%, and 0.38% in Top-1  mAP0.5. Whether it is 
the horizontal comparison of the S models of YOLO or the 
horizontal comparison of models with similar parameters, 
ESC-YOLO significantly enhances the detection accuracy of 
multi-scale objects under the criterion of real-time detection. 
Compared to the original YOLOX-S model, ESC-YOLO-S 
demonstrates improvements of 4.26%, 2.96%, 4.10%, and 

Fig. 12  Comparison of fruit recognition performance between YOLOX-S and ESC-YOLO-S. False detections are indicated by yellow circles, 
while missed detections are indicated by yellow boxes

Table 7  Comparison of FDR 
and MDR between the original 
and the improved models

Here, a1–a4 correspond to different types of occlusions

Model FDR (%) MDR (%)

a1 a2 a3 a4 a1 a2 a3 a4

YOLOX-S 18.34 27.81 18.73 16.94 10.08 51.50 15.95 7.80
ESC-YOLO-S (ours) 16.34 21.14 18.54 15.12 9.97 39.00 11.11 6.80
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4.45% in Top-1  mAP0.5,  mAP0.5:0.95,  mAPM, and  mAPL 
respectively. This confirms that the improved model is more 
effective in capturing global information and implies higher 
precision and robustness in recognizing local features.

5  Conclusion

This work presents an enhanced ESC-YOLO detection 
model that fully leverages and emphasizes spatial channel 
information. The model achieves precise classification learn-
ing of multi-type and multi-scale features through a more 
comprehensive fusion of high fluidity and coherence feature 
information. The model emphasizes the integrity of multi-
scale features and achieves fruit recognition under complex 
occlusion based on multi-level semantic information, such as 
global information and local features. Compared to YOLOX, 
ESC-YOLO exhibits higher learning efficiency and faster 
convergence speed, with improvements of 4.26%, 2.96%, 
4.10%, and 4.45% in Top-1  mAP0.5,  mAP0.5:0.95,  mAPM, and 
 mAPL, respectively. Moreover, ESC-YOLO significantly 
improves the false and missed detections under all types of 
occlusions, especially reducing the FDR and MDR of strip-
shaped occlusions by 6.67% and 12.50%. This work meets 
the demand for high-precision fruit recognition in complex 
orchard environments and provides new insights into the 
application of real-time fruit recognition, thereby assisting in 
automated harvesting decisions and offering effective techni-
cal support for the automation of apple picking.
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