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Abstract
Safety helmets are vital protective gear for construction workers, effectively reducing head injuries and safeguarding lives. 
By identification of safety helmet usage, workers’ unsafe behaviors can be detected and corrected in a timely manner, 
reducing the possibility of accidents. Target detection methods based on computer vision can achieve fast and accurate 
detection regarding the wearing habits of safety helmets of workers. In this study, we propose a real-time construction-site 
helmet detection algorithm that improves YOLOv7-tiny to address the problems associated with automatically identifying 
construction-site helmets. First, the Efficient Multi-scale Attention (EMA) module is introduced at the trunk to capture the 
detailed information; here, the model is more focused on training to recognize the helmet-related target features. Second, the 
detection head is replaced with a self-attentive Dynamic Head (DyHead) for stronger feature representation. Finally, Wise-
IoU (WIoU) with a dynamic nonmonotonic focusing mechanism is used as a loss function to improve the model’s ability 
to manage the situation of mutual occlusion between workers and enhance the detection performance. The experimental 
results show that the improved YOLOv7-tiny algorithm model yields 3.3, 1.5, and 5.6% improvements in the evaluation 
of indices of mAP@0.5, precision, and recall, respectively, while maintaining its lightweight features; this enables more 
accurate detection with a suitable detection speed and is more in conjunction with the needs of on-site-automated detection.
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1  Introduction

Construction workers face many dangers and safety risks in 
their work, including head injuries [1], and wearing a hel-
met is important for the prevention of head injuries. Many 
construction workers often disregard safety regulations by 
not wearing helmets at construction sites for convenience or 
comfort, causing increased safety risks. Therefore, reason-
able constraints on the wearing of worker helmets at con-
struction sites need to be implemented. At present, there are 
two main supervision methods, traditional manual supervi-
sion and automated detection based on image processing 
[2]. The traditional supervision method involves safety 
supervisors monitoring the violations through video sur-
veillance equipment; however, due to the complexity of the 
construction site and the dim lighting conditions associated 

with accessing many surveillance images, supervisors are 
unable to effectively oversee each scene, which can easily 
lead to omissions and safety accidents. To improve the safety 
of the construction workers, many construction sites have 
started to use the second type of supervision, which is based 
on image processing technology. However, the complexity 
of the production site video acquisition environment, target 
occlusions, uneven illuminations, and large target scale dif-
ferences [3] pose challenges to the automatic detection and 
recognition of helmet wearing based on image processing.

Many scholars worldwide have carried out extensive 
research on helmet-wearing detection and recognition 
algorithms. The helmet-wearing detection and recognition 
algorithms can be divided into the traditional detection 
methods and deep learning-based methods. Traditional 
helmet-wearing detection methods can be divided into two 
categories, the sensor-based detection methods and com-
puter vision-based detection methods. Sensor-based detec-
tion techniques focus on remote location and follow-up 
techniques such as radio frequency identification (RFID) 
[4] and wireless local area networks (WLANs) [5]. Kelm 
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et al. [6] designed a mobile RFID portal for checking the 
correctness of personal protective equipment (PPE) worn 
by personnel. However, the RFID reader located at the 
entrance of the construction site could not monitor the 
non-entrance areas and could not identify whether the 
helmets were being worn by the construction workers. Li 
et al. [7] developed a real-time location system (RTLS) 
for tracking the position of workers by placing pressure 
sensors on their helmets; then the pressure information 
was transmitted via Bluetooth to monitor and determine 
whether safety helmets were needed, and warnings were 
sent when the helmets were deemed necessary. Zhang 
et al. [8] developed a smart helmet system using an IoT-
based architecture. To determine the usage status of the 
helmet, an infrared beam detector and a thermal infra-
red sensor were placed inside the helmet. When both the 
infrared beam detector and the thermal infrared sensor 
were activated, helmet usage was confirmed. In general, 
the existing sensor-based methods have difficulty in accu-
rately identifying whether people are wearing helmets at 
the construction sites. In addition, the use of sensors can 
result in significant production costs. Traditional computer 
vision-based detection methods usually utilize manually 
selected features or statistical features in using various 
steps such as background subtraction, human detection, 
and safety helmet detection and identification. Liu et al. 
[9] proposed the use of skin color to assist in determining 
the helmet location, extracting Hu moment feature vec-
tors, and then using support vector machines (SVMs) to 
identify and classify helmet usage. Li et al. [10] used Vibe 
to segment motion backgrounds for motion targets in a 
surveillance scene at a fixed location, utilized the real-time 
human classification framework C4 to locate the human 
body, and finally achieved color feature discrimination for 
helmet detection. Traditional computer vision-based detec-
tion still relies on manual interventions, and problems such 
as low real-time performance and low robustness, make it 
difficult to meet the current requirements for automated 
helmet detection.

Traditional computer vision (CV)-based detection meth-
ods perform well in some specific scenes, but are often lim-
ited by complex backgrounds and variable lighting condi-
tions, and their accuracy and robustness need to be improved. 
In recent years, with the rapid development of deep learn-
ing technology, deep learning-based methods have shown 
significant advantages in computer vision tasks. Compared 
to traditional CV methods, the deep learning methods are 
able to automatically learn feature representations in images 
rather than relying on hand-designed features. This enables 

the deep learning models to have stronger generalization 
performance and accuracy in processing complex images.

Deep learning-based methods can be further classified 
into “two-stage” and “one-stage” methods. The “two-stage” 
approach consists of an algorithm that extracts features for 
candidate region generation and then uses a classifier to 
perform classification regression.

Yogameena et  al. [11] used Faster R-CNN to detect 
motorbike targets with markers and then used a convolu-
tional network model and spatial converter to identify hel-
mets. Ferdous et al. [12] designed ResNet50 as the backbone 
fused feature pyramid network (FPN) to classify and local-
ize helmets using classification and regression models. Wu 
et al. [13] improved the Faster R-CNN algorithm to fuse 
multiple feature layers and perform multiscale detection of 
helmets. The advantage of the “two-stage” method is that 
it can effectively improve the detection accuracy, but it has 
difficulty meeting the requirements of real-time detection. 
The “single-stage” approach uses an end-to-end strategy to 
detect and classify the target location in the image. The SSD 
(Single Shot MultiBox Detector) model [14] and the YOLO 
(You Only Look Once) model [15] are the most effective 
methods for detecting helmets in real time. The SSD and 
YOLO models are typical examples of “single-stage” algo-
rithms. In recent years, many improved single-stage target 
detection algorithms for helmets have emerged. Redmon 
et al. [16] proposed introducing the MobileNet network 
into the SSD algorithm and applied their modified algo-
rithm for helmet detection to improve the detection speed. 
Li et al. [17] increased the feature fusion role of the branch 
network in the SSD model and improved the default frame 
configuration to improve the accuracy of the algorithm for 
helmet detection in real application scenarios. Geng et al. 
[18] improved the detection accuracy using the Gaussian 
fuzzy method in YOLOv3 to address the problem of imbal-
anced data in the helmet dataset. Xiao et al. [19] significantly 
improved the accuracy of helmet-wearing detection via the 
YOLOv3 network by increasing the scale of the input image 
and reducing the loss of image features via depth separable 
convolution. Shen et al. [20] used bounding box regression 
and migration learning for helmet detection and improved 
the efficiency of the model by introducing DenseNet. Wang 
et al. [21] improved YOLOv5 by introducing a Convolu-
tional Block Attention Module (CBAM), which significantly 
improved the detection accuracy, and the detection speed 
could meet the needs of real-time detection. Zhang et al. 
[22] combining both Bidirectional Feature Pyramid Network 
(BiFPN), additional detection layer and CBAM modules in 
YOLOv5 reduces the model’s false and missed detection 
rates. C.Geupta et al. [23] improved YOLOv8 for the fuzzi-
ness and invisibility of objects in images by introducing two 
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feature extraction methods and pruning operations on the 
model. While reducing the size of the model, the accuracy 
of detection is improved.

Based on the above literature review, it is clear that 
helmet detection techniques based on deep learning have 
been extensively researched. However, construction sites 
are usually complex environments with a variety of objects 
and interferences, such as mechanical equipment, obstacles, 
irregular light and shadows; these interferences can have 
an impact on helmet detection. On the other hand, some of 
the past algorithms fail to achieve a good balance between 
detection speed and detection accuracy.

In this study, YOLOv7-tiny [24], the network with the 
simplest structure and the fastest computational speed among 
the YOLOv7 series of algorithms, is used as the framework 
for the construction-site helmet detection algorithm. While the 
detection speed is fast, a certain level of detection accuracy 
is guaranteed in complex environments. On this basis, the 
YOLOv7-tiny network will be applied to improve upon the 
other possible problems in the detection process. The main 
contributions of this study are as follows:

First, screening for mainstream target detection algo-
rithms, the YOLOv7-tiny algorithm, which performs better 
in helmet detection, is initially selected as the benchmark 
algorithm model for this paper.

Second, to address the problem of the influence of the 
complex environment of construction sites, the EMA atten-
tion mechanism [25] is introduced to focus more efficient 
attention to helmets against complex backgrounds, reduce the 
interference of irrelevant information, and improve the model 
detection performance.

Third, the IDetect Head is replaced with the self-attentive 
dynamic detection head, DyHead [26], which uses the 
attention mechanism on each feature dimension of the feature 
tensor. DyHead can further address the problems of complex 
environments and target size variance at construction sites 
and improve the robustness of target detection as well as the 
detection performance of the model.

Fourth, for the hard-to-classify samples of occluded and 
dense targets in the helmet dataset, the original loss function is 
replaced with the weighted out-of-union (WIoU) loss function 
[27]; this function effectively reduces the contribution of 
simple samples to the loss value and simultaneously enables 
the model to focus on difficult samples such as occlusions and 
enhances the generalizability of difficult samples.

Fifth, through experiments and results analysis, the 
improved YOLOv7-tiny algorithm was found to perform 
well in the task of safety helmet-wearing recognition for 
construction workers. While keeping the small size, the 
recognition accuracy and model stability are improved to meet 
the demand of real-time helmet detection in construction sites.

2 � Preliminary work

2.1 � Algorithm selection

Automated testing of helmet wear requires a series of pre-
paratory steps. First, we need to acquire the datasets. The 
dataset is then divided into a network public dataset and 
a homemade dataset. In this study, the combination of a 
network public dataset and a homemade dataset is used to 
establish the complete dataset. On the other hand, we need 
to select the algorithm with better performance from the 
current mainstream algorithms as the benchmark algorithm 
model. Moreover, the benchmark algorithm model needs to 
be improved accordingly with enhancements in the back-
bone network, detection head, and loss function, and an 
improved algorithm model can then be derived. Finally, the 
improved algorithm model is trained using the established 
dataset, the model with the best performance during training 
is derived, and its detection effect is verified and compared. 
The technology roadmap of this study is shown in Fig. 1.

To initially select the benchmark algorithm model with 
the best performance, we first recorded images at the con-
struction site and transformed them into preliminary detec-
tion data through labeling and other operations. Moreover, 
several current mainstream target detection algorithm mod-
els are selected and applied to the prepared data for a prelim-
inary verification of the actual detection effect. In Fig. 2a–d 
are the sample images of the detection effects from the 
Single Shot MultiBox Detector (SSD), Faster R-CNN [28], 
YOLOv5s, and YOLOv7-tiny algorithm models, respec-
tively. Overall, the YOLOv7-tiny algorithm correctly iden-
tified all the targets, while the other algorithms yielded one 
false detection. In addition, the YOLOv7-tiny algorithm’s 
confidence level for hat category recognition is also the 
highest among all the tested algorithms. The experimental 
results preliminarily show that the YOLOv7-tiny algorithm 
model outperforms the other mainstream algorithm models 
in helmet detection, and thus can be used as a benchmark 
algorithm model to study its potential improvement and 
evaluate its performance on various evaluation metrics.

2.2 � YOLOv7‑tiny algorithm

The YOLOv7-tiny algorithm is a deep learning-based tar-
get detection algorithm that is a lightweight version of the 
YOLO series of algorithms. Compared with the YOLOv7 
algorithm, the YOLOv7-tiny algorithm reduces the num-
ber of parameters while increasing the detection speed. The 
algorithm consists of four parts: an input layer (Input), a 
feature extraction backbone network (Backbone), a feature 
fusion layer, and a detection head (Head). A fixed-size image 
is input and fed into a feature extraction backbone network 
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consisting of ordinary convolutional layers and Mpconv and 
ELAN convolutional layers. The feature maps extracted from 
the backbone network are fed into the SPPCSPC module, 
which refers to the combination of Spatial Pyramid Pooling 
(SPP) and Cross Stage Partial Connections (CSP), and then 
processed and subsequently fed into the Head network. Sub-
sequently, the aggregated feature pyramid structure is used, 
convolution is used to adjust the channels of the features at 
different scales, and the confidence of the target frame is 
calculated with the aid of the Complete-IoU (CIoU) loss 
function. The YOLOv7 network introduces a multibranch 
stacking module, E-ELAN, in which left branch I and left 
branch II both contain one convolutional normalized acti-
vation function unit, while right branch I and right branch 
II contain three and five convolutional normalized activa-
tion function units, respectively. The features of these four 
branches are fused to perform one convolutional normal-
ized activation operation. The YOLOv7-tiny network prunes 
this module while using the leaky ReLU activation function. 
Specifically, the two branches of the right branch are cut 
into 2 and 3 units of the convolutional normalized activation 
function, and a comparison is shown in Fig. 3.

The YOLOv7 network combines a convolution of size 
3 × 3 with a step size of 2 and maximum pooling with a step 
size of 2 to act as a downsampling module. The YOLOv7-
tiny network, on the other hand, uses only maximum pooling 
with a step size of 2 for the downsampling operation. In par-
ticular, due to the presence of the feature pyramid structure 
SPPCSPC at the tail of the network, residual operations on 
the SPP structure can be performed to assist in optimization 

and feature extraction and to improve the sensory wildness 
of the network. The structure of the YOLOv7-tiny network 
is illustrated in Fig. 4.

The backbone network of YOLOv7-tiny is mainly 
responsible for extracting image features. Usually, a pre-
trained model is used as the basis, and feature extraction is 
performed through upsampling or convolution operations; 
finally, three feature layers are output to the neck network, 
which further extracts the features and carries out the feature 
fusion. These layers usually include convolutional layers, 
pooling layers, and other operations; additionally, these 
layers are used to enhance the feature representation, after 
which the final detection results are generated through the 
head network.

In YOLO’s network, the loss function usually consists 
of three parts: category loss, confidence loss, and position 
loss. The category loss usually adopts the cross-entropy loss; 
the confidence loss is mainly divided into the confidence 
loss with the target and without the target, which is also 
calculated using the cross-entropy loss; the position loss 
calculates the border loss between the prediction frame and 
the real frame; the loss is calculated by the intersection over 
union (IoU) ratio between the two frames; and the IoU is 
calculated by the following formula:

(1)IoU =
|b ∩ bgt|
|b ∪ bgt| ,

Fig. 1   Technology road map
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where b is the prediction frame region;bgt is the real frame 
region; and b ∩ bgt and b ∪ bgt are the intersection and con-
catenation of the two regions, respectively.

The IoU has limitations in handling the intersection 
of two frames. To measure the intersection of two frames 
more accurately, the loss of generalized intersection over 
union (GIoU) is obtained by calculating the smallest outer 
rectangle of the two frames to obtain a proportion of the 
two frames in the rectangle; this more accurately reflects 
the degree of intersection of two frames. However, the 
computational speed and convergence speed of the GIoU 
metric are slightly affected by this process. To solve this 
problem, distance intersection over union (DIoU) regresses 
the Euclidean distances of the centroids of the two boxes on 
the basis of the IoU and helps to increase the convergence 
speed. Moreover, using the ratio of the centroid distance to 
the diagonal distance as a penalty term, DIoU effectively 
avoids the problem of optimization difficulty when the loss 
value is large. However, DIoU still suffers from the problems 
of centroid overlap and inconsistent aspect ratios. To obtain 
more accurate prediction frames, the complete intersec-
tion over union (CIoU) approach considers the consistency 
of the aspect ratio between two frames on the basis of the 
DIoU to measure the intersection of two frames from a more 
comprehensive perspective. Therefore, in the YOLOv7-tiny 
model network, both the confidence loss and category loss 
are calculated using the BCEWithLogitsLoss function, and 
the CIoU is adopted as the position loss function, accounting 
for the overlap area, centroid distance, aspect ratio, etc. The 
formula for the CIoU is as follows:

where � is the parameter used to make the trade-off, � is the 
parameter measuring the consistency of the aspect ratios, 
� is the Euclidean distance between the centroids of the 
predicted and real frames, and c is the diagonal distance 
between the smallest outer rectangles of the two frames. To 
note, � = 0 when the aspect ratios are the same, at which 
point the partial penalty term loses its effect and is unstable.

On this basis, we have improved the YOLOv7-tiny net-
work structure, and the improved YOLOv7-tiny network 
structure is shown in Fig. 5. The details of the improvement 
will be explained in detail in Sect. 3.

(2)LCIoU = 1 − IoU +
�2(b, bgt)

c2
+ ��,

(3)� =
�

1 − IoU + �
,

(4)� =
4

�2

(
arctan

�gt

hgt
− arctan

�

h

)2

,

Fig. 2   Comparison of the initial selection of algorithms
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3 � An improved YOLOv7‑tiny algorithm

3.1 � Improvement of backbone

Attentional mechanisms are widely used in computer vision, 
especially in target detection tasks. However, modeling 
cross-channel relationships through channel dimensionality 
reduction may have side effects on extracting deep visual 
representations. There are two main types of current 
attention mechanisms, the channel attention mechanisms 
and spatial attention mechanisms. The SE module [29] 
models cross-dimensional interactions using a global 
average pooling operation to extract channel attention. The 
CA module [30] embeds spatial location information into the 
channel attention graph to enhance feature aggregation. The 
SGE module [31] groups channel dimensions into multiple 
sub-features to improve the spatial distribution of different 
semantic sub-feature representations. The CBAM module 
[32] exploits the semantic interdependencies between 
spatial and channel dimensions in the feature graph to 
construct cross-channel cross-space information. However, 
dimensionality reduction and grouping of channels yield 
better performance but inevitably reduce the processing 
efficiency of the detector, thereby increasing the latency.

With the goal of preserving the information in each chan-
nel and reducing the computational overhead, the Efficient 
Multi-scale Attention (EMA) module, which is based on 
cross-spatial learning, reshapes part of the channel into batch 

dimensions and groups the channel dimensions into multi-
ple sub-features, such that the spatial semantic features are 
uniformly distributed in each feature group. Specifically, in 
addition to encoding global information to recalibrate the 
channel weights in each parallel branch, the output features 
of two parallel branches are further aggregated through 
cross-dimensional interactions to capture pixel-level pair-
wise relationships. In this study, the EMA attention mech-
anism is added to the ELAN module in backbone. This 
improvement increases the ability of the model to extract 
features while being more efficient in terms of the required 
parameters. The overall structure of the EMA is shown in 
Fig. 6.

The EMA attention mechanism uses a parallel 
substructure to avoid performance degradation caused 
by complex sequential processing and deep convolution 
to extract pixel-level attention eigenvalues. The EMA 
aggregates the multiscale spatial structural information 
and uses the 1 × 1 convolution, naming it a 1 × 1 branch; in 
addition, the 3 × 3 convolution is placed in parallel with the 
1 × 1 convolution to reduce the response latency.

First, for any given input feature map, X ∈ RC×H×W 
is used as the input to the EMA module. Then the EMA 
divides the channel dimension into G sub-features 
X = [X0,Xi, ...,XG−1],Xi ∈ RC∕∕G×H×W  .  G << C  ,  such 
that the learned attentional weight descriptors are used to 
enhance the feature representation of the region of interest 
in each sub-feature.

Fig. 3   Comparison of the E-ELAN modules of YOLOv7 and YOLOv7-tiny



Journal of Real-Time Image Processing (2024) 21:120	 Page 7 of 16  120

Second, the EMA module proposes the use of three 
routes to extract the attention weights. In this case, the 
1 × 1 convolution is located in the first two routes, and the 
3 × 3 convolution is located in the third route. To reduce 
the computational overhead and to obtain the dependencies 
between all the channels, the EMA models the cross-channel 
interactive information interactions in both directions of the 
channels. Specifically, in the 1 × 1 convolutional branch, a 
1D global average pooling operation is added for coding 
operations across channels in both directions of the channel, 
while the GN normalization and average pooling operations 

are omitted in the 3 × 3 convolutional branch for extracting 
multiscale feature representations.

Finally, the EMA module also provides a cross-space 
information aggregation method in different spatial 
dimensional directions for richer feature aggregation. 
The EMA introduces two tensors for the output of the 
1 × 1 branch and the output of the 3 × 3 branch. The 
global spatial information output from the 1 × 1 branch is 
subsequently encoded via 2D global average pooling, and 
the channel features at the output of the smallest branch 
are converted to the corresponding dimensional shape, 

Fig. 4   YOLOv7-tiny network structure
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namely, R1×C∕∕G

1
× R

C∕∕G×HW

3
 . The formula for the pooling 

operation is given in Eq. (5):

Cross-space learning enlarges the feature space, 
efficiently extracts the dependencies between the three 
channels, preserves spatial structural information among 
the channels, and reduces computational overhead. EMA 
places a nonlinear SoftMax normalization function at the 
output of the 2D global average pooling to fit the linear 

(5)Zc =
1

H ×W

H∑
j

W∑
i

xc(i, j),

transformations. Finally, the output features of the three 
routes are computed as an aggregation of the two spatial 
attention weight values by a sigmoid activation function 
highlighting the context pixels of all the pixels, and the final 
output is of the same dimensional size as the input feature 
map X ∈ RC×H×W.

The cross-spatial information aggregation method 
proposed in the EMA module models remote dependencies 
and stores precise location information in the EMA. Fusing 
contextual information at different scales enables the neural 
network to produce better pixel-level attention for the feature 
map. The parallelization of the convolutional kernel is then 
a more powerful structure for addressing short-term and 

Fig. 5   Improved YOLOv7-tiny network structure
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long-term dependencies using cross-space learning methods. 
In addition, the parallel use of 3 × 3 convolution and 1 × 1 
convolution utilizes more contextual information in the 
intermediate features.

3.2 � Improvement of detection head

In YOLOv7-tiny, the output of the backbone network 
is a three-dimensional tensor with dimensions of level, 
space, and channel. Therefore, for the model to achieve 
better scale awareness, spatial semantic feature learning 
and multitask adaptivity, the IDetect Head in the original 
structure of YOLOv7-tiny is replaced with a self-attentive 
dynamic detection head, DyHead, that unifies scale-aware 
attention, spatial-aware attention, and task-aware attention. 
As a generic detection head framework, DyHead uses the 
attention mechanism in each feature dimension of the 
feature tensor, and both can be applied to single- and two-
stage target detection models.

DyHead converts the attention function into three 
sequential attentions, each of which focuses on only one 
feature dimension. Given a three-dimensional feature 
tensor F ∈ RL×S×C , the following equation can be used:

where �L(⋅) , �S(⋅) , and �C(⋅) are the different attention 
functions used for the three different dimensions L, S, and 

(6)W(F) = �C
(
�S
(
�L(F) ⋅ F

)
⋅ F

)
⋅ F,

C, respectively. The expressions for the attention functions 
are in order, as follows:

where f (⋅) in Eq. (7) is a linear function approximated by a 
1 × 1 convolutional layer, while �(⋅) is a hard-sigmoid func-
tion. K in Eq. (8) is the number of sparsely sampled loca-
tions; pk + Δpk denotes the transformed location where the 
Δpk offset is increased by the self-learning space to focus on 
the discriminative region; and Δmk is an important metric 
for self-learning at location pk . Fc in Eq. (9) is the c-th chan-
nel feature slice, and max(⋅) is a hyperfunction for global 
features that are first dimensionalized and then output using 
the fully connected and normalized layers. Finally, since the 
above three attentional mechanisms can be applied sequen-
tially, the above three attentional modules can be utilized 
together multiple times by continuously stacking and com-
bining them. The overall structure of the DyHead is shown 
in Fig. 7.

(7)�L(F) ⋅ F = �

(
f

(
1

SC

∑
S,C

F

))
⋅ F,

(8)�S(F) ⋅ F =
1

L

L∑
l=1

K∑
k=1

wl,k ⋅ F
(
l, pk + ⋅pk, c

)
⋅ Δmk,

(9)
�C(F) ⋅ F = max

(
�1(F) ⋅ Fc + �c(F), �

2(F) ⋅ Fc + �2(F)
)
,

Fig. 6   Structure of the EMA attention mechanism

Fig. 7   DyHead structure
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3.3 � Improvement of the loss function

The loss function is an important part of the target detection 
model. The model detection performance depends on the 
design of the loss function, and a good bounding box 
loss calculation function can significantly improve the 
performance of the target detection model. The YOLOv7-
tiny loss function consists of a localization loss function 
CIoU-Loss, a classification loss function, and a loss function 
of the target confidence BEC-Loss.

In the YOLOv7-tiny model, bounding box regression is 
performed using the CIoU loss function, which accounts for 
the aspect ratio of the predicted box to the real box during 
the calculation of the loss value, effectively solving the 
problem of providing a moving direction for the bounding 
box in the case of non-overlaps. However, since the CIoU 
loss function calculates all loss variables as a whole, it may 
lead to slow convergence and instability, and it also fails to 
consider the imbalance of difficult and easy samples.

The construction site environment is complex and 
variable, affecting the quality of the sample through many 
factors. Safety helmet-wearing samples taken within the 
construction site often are present in the shade and as dense 
targets and other difficult-to-classify situations; these images 
can cause considerable difficulty for helmet detection. 
Moreover, the CIoU-Loss function is highly sensitive to 
the positional deviation of the small target helmet, which 
is close to the distance of the large target helmet; thus, 
the frame of the small target helmet can be easily located. 
When large deviations occur, the direct use of the CIoU loss 
function detection effect is not good. Therefore, in this study, 
WIoUv3 is selected with a dynamic nonmonotonic focusing 
mechanism to replace CIoU-Loss as the bounding box loss 
calculation function of the improved algorithm model.

An imbalance of positive and negative samples is inevi-
table in the training dataset, which inevitably leads to the 
appearance of low-quality samples, and the previous loss 
function increases the penalty for low-quality samples, thus 
reducing the generalizability of the model. The dynamic 
nonmonotonic focusing mechanism in WIoUv3 can effec-
tively avoid the negative impact of low-quality samples dur-
ing the training process by balancing the ratio of high- and 
low-quality samples and focusing the bounding box regres-
sion results on the target object. The regression results focus 
on the target object, enabling the model to focus on complex 
samples such as occlusions and enhances the generalization 
performance for complex samples of target occlusions to 
overcome the difficulty in detecting signals between helmet 
samples due to occlusion. A schematic diagram of the WIoU 
as a whole is shown in Fig. 8.

There are three versions of the WIoU (Wise-IoU), i.e., 
WIoUv1, WIoUv2, and WIoUv3. WIoUv1 is a two-level 
attention mechanism constructed on the basis of the distance 

metric that addresses the fact that low-quality datasets 
inevitably negatively affect the model, with the following 
formula:

where Wg and Hg are the width and height of the minimum 
closed area of the prediction box and the real box, 
respectively; * indicates that the area will be separated 
from the graph; and the positioning constants prevent the 
generation of the gradient that hinders convergence and can 
effectively improve the convergence efficiency.

WIoUv2 draws on the Focal-Loss design method and 
constructs the monotonic focusing coefficient Υ(Υ > 0) 
on the basis of WIoUv1, which effectively reduces the 
contribution of simple samples to the loss value; then 
the model can focus on difficult samples and improve the 
classification performance, with the following formula:

WIoUv3 constructs the nonmonotonic focusing 
coefficient r based on WIoUv1 by means of the outlier � 
with the following equation:

(10)LWIoUv1 = RWIoULIoU,

(11)RWloU = exp

⎡⎢⎢⎢⎣

�
x − xgt

�2
+
�
y − ygt

�2
�
W2

g
+ H2

g

�∗

⎤⎥⎥⎥⎦
,

(12)LWIoUv2 =

(
L
∗
IloU

LIoU

)Υ

∙ LWIoUv1.

(13)LWIoUv3 = rLWIoUv1,

(14)r =
�

���−�
,

Fig. 8   Schematic diagram of WIoU parameters



Journal of Real-Time Image Processing (2024) 21:120	 Page 11 of 16  120

where � is the outlier degree and represents the quality of the 
regression frame, and the hyperparameters � and � control 
the mapping between the nonmonotonic focusing coefficient 
r and the outlier degree � . When the outlier degree of the 
regression frame satisfies � = C ( C is a preset value), the 
regression frame can obtain the highest gradient gain. 
Moreover, due to the existence of the sliding average, its 
dynamic update can adjust the quality classification criteria 
of the regression frames dynamically; this enables WIoUv3 
to design the gradient gain allocation strategy that best meets 
the current situation at any time during training.

4 � Experiments and analysis of results

4.1 � Dataset

The quality of the safety helmet datasets open-sourced on the 
Internet are varied, and the efficiency of using all homemade 
datasets is very low; therefore, after a preliminary screening, 
we first selected the safety helmet-bearing dataset (SHWD) 
from GitHub. This dataset contains 7581 images from 
9044 helmet-wearing subjects (positive samples) and 
111,514 non-helmet-wearing subjects (negative samples). 
We went through each image in the dataset one by one by 
visual inspection and eliminated 1104 low-quality or non-
conforming pictures. In particular, most of the removed 
photos were negative samples that were not suitable as 
helmet inspection images, such as images from classroom 
surveillance, etc., so we removed these invalid negative 
samples. Then using cameras and other mobile devices 
to collect images from offline construction scenes where 
photography is allowed and combining these images with 
crawler technology to collect web-related helmet images, we 
resupplemented the 1104 images such that we could initially 
develop the homemade helmet dataset. However, additional 
operations, such as format conversion and annotation, 
are still needed. On the one hand, the VOC format of the 
remaining annotated files of the SHWD dataset is batch 
converted to YOLO format by writing scripts, which is 
convenient for training. On the other hand, to unify the use of 
the YOLO dataset, the open-source software LabelImg was 
used to annotate the 1104 supplemented images according 
to the two annotation categories of the SHWD dataset: 
Helmet (wearing a helmet) and Head (not wearing a helmet). 
After the annotation is completed, the annotation file in the 
YOLO format is automatically generated. Finally, we first 
ensure that the images in the public and homemade datasets 
are evenly represented in the training set, the test set, and 
the validation set. We randomly divide this dataset into a 
training set, a test set, and a validation set at a 7:2:1 ratio. 
The training set contains 5457 images, the test set contains 

1517 images, and the validation set contains 607 images. 
During the partitioning process, we ensured that each subset 
contained an appropriate proportion of public dataset images 
and homemade dataset images to maintain data consistency 
and representation. As a result, a helmet detection dataset is 
established that consists of a combination of a public dataset 
and homemade dataset.

4.2 � Experimental environment and parameter 
settings

The operating system used in the experimental environment 
of this study was Windows 10, the CPU used was a 12th 
Gen Intel Core i9-12900KF 3.19 GHz, the GPU used was 
an NVIDIA GeForce RTX 3090, and the running memory 
used was 42 GB. In addition, the deep learning frameworks 
Python 3.8, PyTorch 1.11.0 and cuda 11.3 were used for 
computational acceleration.

To train with better results, the experiments in this study 
did not use pre-trained weights for migration learning, and 
the related parameter settings are shown in Table 1.

4.3 � Evaluation indicators

Evaluation metrics are important criteria for measuring the 
performance and effectiveness of the improved algorithms 
[33]. The metrics used in the experiments of this study include 
precision (P), recall (R), mean average precision (mAP), and 
frames per second (FPS). P is the proportion of predicted true 
positive cases among all the predicted positive cases; recall 
R is the proportion of predicted true positive cases among all 
the true positive cases; average precision (AP) is the average 
of the precision values over the area enclosed between the 
precision–recall curve (PR curve) and the axes; mAP is the 
average of the AP values computed on top of the AP values for 
each detected category; and FPS denotes the number of images 
that can be detected by the model per second. Moreover, there 
is a category imbalance problem in our dataset, and we also 
use the F1 score as an evaluation indicator. F1 is the reconciled 
average of the precision and recall rates. The expression of 
each evaluation index is as follows:

Table 1   Experiment-related 
parameter settings

Parameter Value

Lr0 0.01
Lrf 0.1
Momentum 0.937
Weight_decay 0.0005
Batch size 32
Epoch 150
Size 640 × 640
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where TP is the number of true positive samples (number of 
positive samples correctly identified), FP is the number of 
false positives (number of negative samples misreported), 
and FN is the number of false negatives (number of positive 
samples missed). In this paper, the detection target is divided 
into two categories, so n is 2.

The higher the values of the above indicators are, the 
better the detection effect. By comprehensively analyzing the 
above evaluation indices, the performance and effectiveness 
of the improved YOLOv7-tiny helmet-wearing recognition 
algorithm for construction workers can be comprehensively 
assessed.

4.4 � Ablation experiment

To verify the detection performance of the improved 
algorithm in this study and the effectiveness of the 
improvement, under the premise that each experimental 
parameter is the same, an ablation experiment is designed, 
and the impact of each improvement method on the model 
performance is analyzed. The results of the ablation 
experiment are shown in Table 2.

Based on the comparison of the ablation experiments 
in Table  2, in the three groups of single-improvement 

(15)P =
TP

TP + FP
,

(16)R =
TP

TP + FN
,

(17)mAP =
1

n

n∑
i=1

AP(i),

(18)FPS =
N

t
,

(19)F1 =
2PR

P + R
,

experiments from A to C, the precision of experimen-
tal group C, in which the replacement loss function is 
the WIoU, has a very small decrease, but the recall and 
mAP@0.5 are both improved to some extent. The remain-
ing two single-improvement experiments achieved an 
improvement of approximately 0.5–1% in precision, recall, 
and mAP@0.5; these results preliminarily verify the fea-
sibility of each improvement. In the three groups of two-
improvement combination experiments from D ~ F, all the 
evaluation indices are significantly improved. Among them, 
the combination of group D experiments has the best effect, 
and compared with those of the original model, the preci-
sion, recall, and mAP@0.5 are improved by 1.1, 1.9, and 
2.1%, respectively; these results confirm that the combina-
tion of the two attention-boosting structures is very effec-
tive. Groups E and F perform their experiments by com-
bining the two improvements on the basis of replacing the 
WIoU loss function, and the evaluation indices maintain the 
same magnitude of growth as the results from the group D 
experiments. This also confirms that the WIoU loss func-
tion can more accurately identify the target without increas-
ing the computational cost. Group G is a combination of 

Table 2   Comparison of the 
ablation experiments

Model Proposed improvement Precision/% Recall/% mAP0.5/%

EMA DyHead WIoU

YOLOv7-tiny  ×   ×   ×  92.4 85.0 91.6
A √  ×   ×  92.5 85.4 92.1
B  ×  √  ×  92.6 85.6 92.3
C  ×   ×  √ 92.3 85.6 91.7
D √ √  ×  93.5 86.9 93.7
E √  ×  √ 93.2 87.4 93.1
F  ×  √ √ 93.1 87.6 93.2
G √ √ √ 93.9 90.6 94.9

Fig. 9   mAP@0.5 comparison chart
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the three improvements. Figure 9 shows the comparison 
of the mAP@0.5 before and after the improvement. Over-
all, the best results are obtained from the combination of 
the three improvements (group G), and compared with the 
original YOLOv7-tiny, the improved YOLOv7-tiny mod-
els achieved improvements of 1.5, 5.6, and 4.6% in terms 
of precision, recall, and mAP@0.5, respectively. Figure 10 
shows the comparison between the models before and after 
the improvement in terms of training loss. The improved 
YOLOv7-tiny model shows enhanced performance across all 
training losses. Notably, Box_Loss and Obj_Loss are signifi-
cantly reduced, and fluctuations in the Obj_Loss curve are 
markedly smaller; these results confirm that the improved 
YOLOv7-tiny model is more stable and more robust. In gen-
eral, from the ablation study of the loss function, we pre-
liminarily proved that the improvement of the loss function 
is effective by comparing the base group and the C group. 
By analyzing the results of groups E, F, and G, it is proven 
that the network module combination based on the improved 
loss function is effective. From the ablation study of net-
work module, we preliminarily proved that the improvement 

of network module is effective by comparing the baseline 
group with group A and group B. Through the analysis of 
the results of group D and group G, it is proved that the 
improvement of network module combination is effective.

Through ablation experiments and comparisons of 
various indices, the improved model not only has better 
feature perception and extraction abilities but also has better 
overall stability; in addition, the improved model can adapt 
effectively to complex environments, such as construction 
sites, faster and better, further confirming the feasibility of 
the improved model.

4.5 � Comparative experiments

To further verify the superiority of the improved algorithms 
in this study and to consider the timeliness of the related 
algorithms, comparison experiments are conducted with the 
current classical target detection algorithms under the same 
experimental equipment and dataset, and the selected target 
detection algorithms include SSD, Faster-RCNN, Cascade-
RCNN [34], Libra-RCNN [35], YOLOv3 [36], YOLOv4 

Fig. 10   Comparison of training loss

Table 3   Experimental 
comparison of the different 
algorithms

Model Params/MB Precision/% Recall/% mAP0.5/% mAP0.5:0.95/% FPS F1%

SSD 40.3 86.3 79.5 80.3 / 99.7 82.76
Faster-RCNN 137.1 89.6 83.3 87.4 / 20.3 86.34
Cascade-RCNN 83.8 91.3 86.5 91.4 / 53.2 88.84
Libra-RCNN 68.5 90.9 85.7 91.1 / 64.7 88.22
YOLOv3 61.4 89.4 84.3 89.7 56.7 88.5 86.78
YOLOv4 60.8 90.3 83.4 88.3 57.4 92.4 86.71
YOLOv5s 7.0 89.7 84.5 90.3 58.6 243.3 87.02
YOLOv5l 46.5 92.3 87.4 92.3 58.4 124.4 89.78
YOLOv7-tiny 6.1 92.4 85.0 91.6 58.8 274.3 88.55
YOLOv7 37.2 94.1 88.7 93.8 59.7 126.5 91.32
Reference1 [21] 9.8 90.5 86.9 91.7 58.8 210.3 88.66
Reference2 [22] 10.5 93.7 89.6 94.1 59.8 203.2 91.60
Ours 6.2 93.9 90.6 94.9 60.0 263.1 92.22
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[37], YOLOv5s, YOLOv5l, YOLOv7, the improved models 
mentioned in Reference 1 and the improved models men-
tioned in Reference 2. The comparative experimental results 
are shown in Table 3.

As shown in Table 3, the improved YOLOv7-tiny model 
not only retains the lightweight features of the original 
benchmark model, such as a small parameter count and fast 
detection speed, but also greatly improves the precision, 
recall, F1 score, and mapping metrics. First, the improved 
YOLOv7-tiny model substantially outperforms the more 
classical target detection algorithms, such as SSD, Faster-
RCNN, Cascade-RCNN, and Libra-RCNN in terms of 
volume, precision, recall, mapping, and detection speed. On 
the other hand, when YOLOv3 and YOLOv4 are compared, 
in addition to the 5.2 and 6.6% improvements in the map 
(mAP@0.5), respectively, the number of parameters, FPS 
and F1 score also greatly increased. Finally, in comparison 
to experiments with several current mainstream target 
detection models, our improved model ensures faster 
detection speed and a smaller number of parameters as 
the map improves. At the same time, compared with some 
of the mainstream algorithms used to improve the model, 
the model proposed in this paper also has a certain degree 
of leadership in the evaluation indicators. Compared with 
YOLOv7, the improved model proposed in this study has 
insufficient precision; however, the number of parameters of 
YOLOv7 is much greater than that of the model proposed 
in this study, and the detection speed and F1 score are much 
lower than those of the improved YOLOv7-tiny model. 
Based on the comparative experimental results of this study, 
the improved YOLOv7-tiny model outperforms the original 

YOLOv7-tiny model and other mainstream target detection 
algorithms in terms of the number of parameters, precision, 
recall, F1 score, mapping, and detection speed, and the 
advantages of the improved method are confirmed.

4.6 � Proof of results

To further validate and more intuitively illustrate the 
effectiveness of the improved algorithm proposed in 
this study, several scenarios involving dense occlusions, 
small targets, and other characteristics were selected for 
comparison experiments. The experimental results show 
that our improved model exhibits significant advantages 
in challenging scenarios in the presence of occlusions, 
shadows, and small targets at long distances.

As shown in Fig. 11a, in the presence of an occlusion, 
the performance of the original model is not very good, and 
false detection occurs; in contrast, by replacing the WIoU 
loss function to better handle objects of different sizes and 
occlusions, our improved model can identify and locate 
occluded objects more accurately. As shown in Fig. 11b, 
when the environment is affected by shadows, the origi-
nal model still suffers from misdetection. By introducing 
the EMA attention mechanism and replacing the original 
detector head with the DyHead detector head, the feature 
representation capability of the model is greatly enhanced, 
and the improved model is able to accurately identify all 
the helmets. As shown in Fig. 11c, for small targets at long 
distances, the original model results in missed detections, 
while the introduction of the EMA attention mechanism 
and the DyHead detection head gives the model a greater 

Fig. 11   Comparison of detection results in different scenes before and after algorithm improvement. a Occlusion environment, b shadow envi-
ronment, c small target environment
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ability to focus on areas and better focus on small targets. 
Overall, the improved model is able to adapt to the complex 
environments and the examination of long-distance small 
targets; in addition, it has a higher confidence level than the 
original model in terms of the targets that can be success-
fully recognized.

In summary, the original YOLOv7-tiny model poorly 
performs in the detection of scenes possessing features 
such as complex environments and small targets at long 
distances; however, the improved algorithm proposed in 
this study is able to maximally enhance the focusing on the 
featured region due to the introduction of the EMA attention 
mechanism and the self-attentive dynamic detection head 
DyHead, which can better complete the detection of targets 
in complex environments. Furthermore, the introduction 
of the WIoU loss function increases the accuracy of object 
detection under occlusion.

5 � Summary

Aiming at current construction-site helmet-wearing detection 
algorithms that have problems such as low accuracy, poor 
real-time performance, and high influence from the environ-
ment, in this study, an improved YOLOv7-tiny algorithm is 
proposed. We first compared the mainstream target detec-
tion algorithms, and the YOLOv7-tiny algorithm model is 
selected as the benchmark model; the YOLOv7-tiny algorithm 
model initially shows excellent performance for helmet detec-
tion. Then by analyzing the problems of the YOLOv7-tiny 
algorithm model in actual detection, the model is improved 
accordingly. First, the EMA attention mechanism is intro-
duced to dynamically adjust the weights of the different fea-
ture maps in both the spatial and channel dimensions, which 
increases the accuracy of the feature expression. Moreover, 
the detection head is replaced with a DyHead detection head, 
and the number of channels in the feature maps is dynami-
cally adjusted in the channel dimension; these further enhance 
the channel feature expression capability. Finally, the WIoU 
loss function better adapts to different target sizes, can iden-
tify occluded targets, and yields better robustness. Through 
numerous experimental comparisons, while maintaining the 
advantages of small volume and fast detection speed of the 
original YOLOv7-tiny algorithm, the recognition accuracy 
and model stability are improved.

Despite the promising results of the proposed method, it 
also has some limitations. The improved algorithm in this 
paper is validated on specific datasets, and its performance 
may vary in different environments or on different distrib-
uted datasets. Therefore, the generality and generalization 
ability of the algorithm need to be further verified. In addi-
tion, in the future, we will further study the model com-
pression techniques, such as pruning, quantization, etc., 

to further reduce the model size and improve the running 
speed while maintaining the performance.
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