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Abstract
In response to the challenges faced by existing safety helmet detection algorithms when applied to complex construction site 
scenarios, such as poor accuracy, large number of parameters, large amount of computation and large model size, this paper 
proposes a lightweight safety helmet detection algorithm based on YOLOv5, which achieves a balance between lightweight 
and accuracy. First, the algorithm integrates the Distribution Shifting Convolution (DSConv) layer and the Squeeze-and-
Excitation (SE) attention mechanism, effectively replacing the original partial convolution and C3 modules, this integration 
significantly enhances the capabilities of feature extraction and representation learning. Second, multi-scale feature fusion 
is performed on the Ghost module using skip connections, replacing certain C3 module, to achieve lightweight and main-
tain accuracy. Finally, adjustments have been made to the Bottleneck Attention Mechanism (BAM) to suppress irrelevant 
information and enhance the extraction of features in rich regions. The experimental results show that improved model 
improves the mean average precision (mAP) by 1.0% compared to the original algorithm, reduces the number of parameters 
by 22.2%, decreases the computation by 20.9%, and the model size is reduced by 20.1%, which realizes the lightweight of 
the detection algorithm.
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1 Introduction

Construction sites represent intricate and perilous work 
environments, exposing workers to a multitude of high-risk 
activities [1]. Wearing a safety helmet can effectively reduce 
the occurrence rate of accidents and ensure safety. The safety 
of workers is of great significance to construction workers. 

There are various target detection algorithms for safety hel-
mets, and sensor-based detection methods require the use of 
sensors to collect data for detection, and sensors are placed 
inside the safety helmet. This technology is difficult and 
has a large number of parameters. The detection method 
based on traditional computer vision technology uses a slid-
ing window to scan each pixel in the image, statistically 
analyze the features of the target to be detected, describe 
them, and use classification methods or establish models 
based on extracted features to determine whether the target 
is wearing a safety helmet. However, this type of method 
lacks detection accuracy and robustness, and the inference 
speed is very slow.

With the rapid development of high-performance com-
puting, it has become possible for security monitoring to 
be automated, real time, and intelligent [2]. At present, 
target detection algorithms can be divided into two main 
directions. One type is the single-stage algorithm based on 
regression strategy, such as the YOLO series algorithms 
[3–6] and the SSD algorithm [7]. Their main characteristic is 
the direct localization and classification of objects in a single 
image, without the need for multiple stages of processing. 
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In contrast, another common type of target detection algo-
rithm is the two-stage algorithm, mainly represented by the 
R-CNN series [8–10], which typically generates candidate 
regions first, and then classifies and precisely locates objects 
within these regions. Kerdvibulvech [11] proposed a motion 
analysis and hand tracking method based on an adaptive 
probability model, which integrates a deterministic cluster-
ing framework and particle filters to achieve efficient hand 
tracking. Singh et al. [12] proposed a method that combines 
Zernike moments (ZMs) and local binary patterns (LBP)/
local ternary patterns (LTP) to address the issue of insuf-
ficient feature sets in facial recognition tasks. Mithun et al. 
[13] proposed a sterile and intuitive context integration 
system for improving continuous gesture recognition and 
the discovery and exploration of MRI through hand gesture 
navigation during nerve biopsy. A-masiri et al. [14] com-
bined the Japanese anime industry with facial recognition 
and tested the ability to detect and recognize anime char-
acters by comparing two images. The results showed that 
the program could recognize anime faces, but there were 
some limitations. Ge et al. [15] proposed a Convolutional 
Visual Self-Attention Network (CVSAN) to improve the 
performance of Masked Face Recognition (MFR), which 
utilizes self-attention mechanism to enhance the convolution 
operator. By connecting local features with self-attention 
feature maps modeled with long-range dependencies, the 
performance of the network is significantly improved com-
pared to other algorithms.

In recent years, object detection algorithms based on 
deep learning technology have gradually been applied to the 
detection of helmet wearing. In recent years, object detection 
algorithms based on deep learning technology have gradu-
ally been applied to the detection of helmet wearing. Cur-
rently, many scholars at home and abroad have conducted 
relevant research on safety helmets. Silva [16] proposed a 
helmet-less motorcycle detection system that utilizes circular 
Hough transform and directional gradient histogram descrip-
tors to extract image attributes, and enhances detection accu-
racy through a multi-layer perceptron classifier. Chen et al. 
[17] introduced a WHU-YOLO lightweight facial assistance 
model for welding caps, which modified YOLOv5s by incor-
porating a Ghost module and a Bidirectional Feature Pyra-
mid Network (Bi FPN). The model remained lightweight 
while maintaining unchanged detection performance. Zhao 
et al. [18] proposed BDC-YOLOv5, which incorporates 
BiFPN, additional detection layers, and CBAM modules into 
YOLOv5 to reduce model false positives and false nega-
tives, while enhancing the detection capability of small-scale 
objects. Xu et al. [19] introduced the MCX-YOLOv5 helmet 
detection algorithm, integrating a coordinate-space atten-
tion module in YOLOv5 to effectively filter spatiotemporal 
data in feature inputs. They also implemented a multi-scale 
asymmetric convolution down sampling module to improve 

the algorithm’s sensitivity to feature scale variations. Jin 
et al. [20] presented the YOLO-ESCA safety helmet detec-
tion algorithm, which utilizes efficient intersection loss 
functions, Soft-NMS non-maximum suppression, and Con-
volutional Block Attention Modules to enhance the speed 
and accuracy of safety helmet detection. Wang et al. [21] 
combined GIoU with the objective function of YOLOv3, 
achieving local optimization of the objective function 
but without improving speed. Zhao et al. [22] introduced 
MobileNetv2 into the YOLOv5s network, compressing the 
model and pruning redundant channels, improving recall rate 
and mAP, but increasing the model parameters and weights, 
which cannot meet the practical needs of production safety. 
Song et al. [23] introduced the CoordAtt coordinate atten-
tion mechanism module into the backbone network of the 
network, considering global information and improving the 
detection capability of small objects. They also replaced 
the residual blocks in the backbone network with residual 
blocks in the Res2NetBlock structure to enhance the fusion 
ability of YOLOv5s at a fine granularity, achieving more 
accurate, lightweight, efficient, and real-time detection 
of safety helmet wearing. Song et al. [24] combined the 
multi-object tracking algorithm DeepSort with YOLOv5 
in the environment of small and dense targets, improving 
the detection speed and accuracy of safety helmets. Zhang 
et al. [25] introduced the DWCA attention mechanism into 
the YOLOv5s backbone network to enhance feature learning 
and improve the detection accuracy of safety helmets. Sun 
et al. [26] introduced the MCA attention mechanism into 
YOLOv5s to reduce the miss detection rate of small helmet 
objects and improve detection accuracy. Although the above 
detection methods have improved the detection accuracy of 
safety helmets to some extent, they have not changed the 
problems of complex detection algorithms, high number of 
parameters, slow inference speed, large computational com-
plexity, and some lightweight models can effectively reduce 
model parameters, but cannot achieve a balance between 
accuracy and speed.

To address the existing problems in safety helmet detec-
tion algorithms, this paper aims to propose a lightweight 
detection algorithm based on improved YOLOv5s. The con-
tributions of this paper are as follows:

1) Introduce and propose a new hybrid model, which com-
bines DSConv (Distribution Shift Convolution) layers 
and SE (Squeeze-and-Excitation) attention mechanisms. 
This model replaces the original convolution modules 
and some C3 modules to improve feature extraction and 
representation learning capabilities.

2) Perform parallel multi branch on the Ghost module, and 
then perform serial skip layer connections. This model 
replaces some of the C3 modules. This model is pro-
posed to reduce the computational cost and parameters 
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while enhancing the fusion of multi-scale features and 
enriching the semantic features.

3) Lastly, incorporate the attention mechanism BAM to 
enhance the weights of important information in feature 
maps and address the issues of missed detection.

The remaining sections of this paper are as follows: 
Sect. 2 describes the framework and implementation details 
of the proposed model. Section 3 introduces the experimen-
tal environment and datasets. Section 4 discusses the experi-
mental results. Section 5 provides concluding remarks and 
future work.

2  Improving the YOLOv5 algorithm

YOLOv5 [27] has n, s, and m versions, etc. We chose 
YOLOv5s which has balanced detection speed and accuracy 
on the GDUT-HWD dataset.

The YOLOv5s network consists of three main compo-
nents: Backbone, Neck, and Head. The Backbone is com-
posed of CBS module, C3 module, and the Fast Spatial 
Pyramid Pooling (SPPF), which are primarily used for 
feature extraction. There functions are encapsulated in the 
CBS module: Convolution (Conv2d), Batch normalization 
and SiLU [28] is used as the activation function. The Neck 

consists of the Feature Pyramid Network (FPN) [29] and 
the Perceptual Adversarial Network (PAN) [30], which are 
responsible for feature fusion. The Head performs the final 
predictions on the image.

The improved YOLOv5s network model structure is 
depicted in Fig. 1. The traditional convolution layers in the 
Backbone and Neck layers are replaced by the SE + DSConv 
module, which enhances the feature extraction and represen-
tation learning capabilities. In addition, the C3SE + DSConv 
module is used to substitute certain C3 modules in the main 
network. To reduce the number of model parameters and 
maintain accuracy while preserving the feature extraction, 
the R-Ghost module replaces some C3 modules in the main 
network and C3 modules in the Neck layer. Furthermore, 
five Bottleneck Attention Module (BAM) modules are incor-
porated into the network model. This addition strengthens 
the localization and recognition of regions of interest in the 
feature maps without significantly increasing the parameter 
count, thereby improving recognition accuracy.

2.1  SE + DSConv module

Distribution Shifting Convolution (DSConv) [31, 32] is a 
novel convolutional layer designed to enhance the memory 
efficiency and speed of standard convolutional layers. How-
ever, traditional convolution operations typically demand 

Fig. 1  The improved YOLOv5s 
network structure
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significant memory resources in terms of computation and 
storage. When deployed on resource-constrained devices, 
their extensive parameter counts and computational require-
ments of these models present significant challenges. To 
address these issues, DSConv introduces a novel convolu-
tional operation that optimizes traditional convolution opera-
tions through quantization and distribution shifts. Specifi-
cally, DSConv decomposes the convolution kernel into two 
parts: Variable Quantized Kernel (VQK) and distribution 
shifts. VQK stores only integer values and quantizes them 
based on the distribution of the original weights, thus reduc-
ing storage space consumption. Meanwhile, distribution 
shifts are utilized to adjust the distribution of VQK to match 
that of the original weights, thereby preserving the model’s 
performance. This is achieved through distribution shifts in 
the kernel (KDS) and allocation shifts in the channel (CDS).

We propose a method for quantizing weights that share 
one floating-point value for each block of size B, along the 
depth dimension of each weight tensor filter. The memory 
saved per tensor weight is calculated as follows:

(1)p =
b

32
+

[

ci

B

]

Ci

where C is the number of channels and b is the selected 
hyper parameter setting.

As shown in Fig. 2, to prevent potential information loss 
during the quantization process of converting floating-point 
weights to integer values, we integrate the SE (Squeeze-and-
Excitation) attention mechanism [33], which recalibrates the 
feature responses of the convolution layers. By dynamically 
adjusting the importance of each channel, DSConv further 
enhances its capture of the importance of input features.

The SE attention mechanism consists of three key opera-
tions: Squeeze operation, Excitation operation, and Scale 
operation. From Fig. 2, it can be observed that the original 
image X undergoes a convolution operation Ftr to generate 
the feature map U. However, the entire Ftr operation is only 
performed within a local spatial region, which means that the 
feature map U cannot capture global feature information and 
thus struggles to establish relationships between channels [34]. 
Therefore, SE attention mechanism proposes a compression 
operation that utilizes global average pooling to compress the 
spatial dimensions of the feature map U, effectively reducing 
the spatial features of each channel into a single global feature. 
This can be expressed mathematically as shown in Eq. (2).

(2)zc = Fsq(uc) =
1

H ×W

H
∑

i=1

W
∑

j=1

uc(i,j).

Fig. 2  SE + DSConv network structure
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After performing the Squeeze operation, the global fea-
tures Z of the obtained feature map are acquired. The Exci-
tation operation establishes the inter-channel dependencies 
using the global features Z and computes the importance 
weights for each channel domain. The Excitation operation 
utilizes the Rectified Linear Unit (ReLU) function and the 
Sigmoid function for activation. The expression can be rep-
resented by Eq. (3).

In this context, z refers to the output result of the Squeeze 
operation, σ refers to the Sigmoid function, ReLU refers to 
the ReLU function, W1 refers to the first fully connected 
layer, and W2 refers to the second fully connected layer. The 
Scale operation is the process of weighting the weights of 
each channel domain onto the original feature channels, thus 
achieving the revaluation of channel domains. This expres-
sion can be represented by Eq. (4).

where the term  Fscale  (uc,sc) refers to the multiplication 
of feature map uc with scalar weight sc , performed channel 
wise. The DSConv can be expressed as Eqs. (5), (6):

where ξ is the KDS value for that block.

where φ is the CDS value tensor. Complete the SE + DSConv 
formula first passes through ‘SELayer’, as shown in Eq. (7).

Next, the convolution operation is performed using ‘Mod-
ified Weight’, as shown in Eq. (8).

In Fig.  3, the first 1 × 1 SE + DSConv layer in the 
SE + DSConvBottleneck is utilized for dimension transfor-
mation and feature dimension reduction. By appropriately 
reducing the number of channels in the input feature map, it 
effectively maintains computational and parameter efficiency 
while aiding the model in retaining crucial feature informa-
tion [35]. The second 3 × 3 SE + DSConv layer, following 

(3)s = Fex(z,W) = �(g(z,W)) = �
(

w2�
(

w1z
))

.

(4)X̃c = Fscale
(

uc, sc
)

= sc uc

(5)Output = 𝜉 ⊙ VQK

(6)Output� = � ∗ Output

(7)X� = SELayer(X).

(8)O = Conv
(

X�, Output�
)

.

the dimension transformation, performs deeper feature 
extraction through the use of a 3 × 3 convolution kernel. This 
layer contributes to the model’s understanding of a broader 
spatial structure and patterns, capturing more complex fea-
tures and improving the model’s perceptual capabilities. 
Combining the C3 module with the SE + DSConvBottleneck 
results in the C3SE + DSConv module (Fig. 4), enhancing 
the ability of feature learning and subsequently improving 
detection performance. This module enables efficient detec-
tion within resource-constrained environments.

2.2  R‑Ghost module

In practical application environments, the performance of 
the YOLOv5s network model is susceptible to the con-
straints imposed by hardware memory and computational 
complexity. To meet the demands of mobile and embedded 
devices, certain convolutional (Conv) layers in the original 
network are replaced with Ghost modules [36].

The Ghost model initially employs a limited number of 
convolutional kernels to extract features from the input fea-
ture map. Subsequently, it executes more cost-effective lin-
ear transformation operations on this portion of the feature 
map, ultimately generating the final feature map through 
concatenation. This approach replaces conventional convo-
lution methods by combining a small number of convolution 
kernels with more economical linear transformation opera-
tions, thereby lowering the learning cost of non-critical fea-
tures and effectively reducing the demand for computing 
resources.

In the process of safety helmet detection, many helmets 
in the scene are of very small size, occupying a small pro-
portion of the entire surveillance screen, or there may be 
significant size differences among helmet objects. To prevent 
the potential loss of crucial feature information during linear 
transformation operations, which could result in lower detec-
tion accuracy of safety helmets, improvements have been 
made to the network structure based on multi-scale feature 
fusion to enhance object detection capability.

First, the input features are divided into two parts after 
1 × 1 convolution. The first part is passed through directly 
without any processing, while the second part undergoes 
Ghost convolution before being propagated forward. Finally, 
features from both parts are concatenated and sent to another 
1 × 1 convolution for complete information fusion.

Fig. 3  SE + DSConvBotteleneck module

Fig. 4  C3SE + DSConv module



 Journal of Real-Time Image Processing (2024) 21:125125 Page 6 of 15

Second, skip connections are introduced by incorporating 
short connections within the network to merge shallow fea-
tures with deep ones. This approach not only helps the net-
work better utilize feature information from different levels 
but also effectively handles scale variations, thus improving 
the model’s adaptability across different scales [37], thereby 
enhancing the performance of object detection.

As shown in Fig. 5, after a 1 × 1 convolution, the fea-
ture maps are evenly divided into two subsets, denoted 
as, where i = 1,2. Each feature subset has the same spatial 
size as the input feature maps, but with half the number 
of channels.

The formula for the computation of floating-point oper-
ations (FLOPs) in a regular convolution is as Eq. (9):

The formula for the floating-point operation (FLOPs) of 
the R-Ghost module is presented as Eq. (10):

In the given formula, n represents the number of output 
channels, h′ represents the height of the output features, w′ 
represents the width of the output features, c represents the 
number of input channels, g represents the size of the con-
volutional kernel, s represents the number of feature maps 
generated in the R-Ghost module, and d represents the 
size of the convolutional kernel used for linear operations.

(9)F1 = n × h� × w� × c × g × g.

(10)

F2 =
s

2
× h� × w� × c × g × g +

n

2s
× h� × w� × c × g × g

+ (s − 1) × h� × w� ×
n

2s
× d × d.

(11)

F1

F2
=

n × c × g × g
s

2
× c × g × g +

n

2s
× c × g × g + (s − 1) ×

n

2s
× d × d

=
2s

s + 1
≈ 2.

Among them, s ≪ c , as Eq. (11), the computational 
cost of regular convolution is approximately twice that 
of the R-Ghost module. The current study presents the 
integration of R-Ghost and the Bottleneck module from 
YOLOv5s, forming a novel architecture called R-Ghost-
BotteNeck. This architecture replaces the Bottleneck 
module in C3, resulting in C3R-Ghost. The integration 
achieves a reduction in parameter quantity while simulta-
neously enhancing the network’s ability to perceive differ-
ent features, as shown in Fig. 6.

2.3  Bottleneck Attention Module

This mechanism can selectively emphasize information-rich 
features and suppress useless features by learning global infor-
mation. In industrial production and transportation operations, 
where the surrounding environment is complex and variable, 
BAM (Bottleneck Attention Module) [38] is introduced to 
allow the network to focus more on safety helmets while ignor-
ing background information.

Unlike traditional convolution operations, BAM simultane-
ously focuses on the channel dimension and the spatial dimen-
sion of feature maps to obtain richer feature information. The 
core idea of BAM is to combine channel attention and spatial 
attention to better understand image features. While enhancing 
performance, it incurs negligible overhead in terms of model 
computational complexity.

The module structure is shown in Fig. 7. The input feature 
F is subjected to global average pooling to obtain a feature 

Fig. 5  R-Ghost network structure

Fig. 6  C3R-Ghost module
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descriptor, which is then fed into a multi-layer perceptron 
(MLP) consisting of three fully connected layers. The result 
is passed through the sigmoid activation function to obtain 
one-dimensional channel attention weights. The calculation 
formula is as Eq. (12):

In the given statement, F represents the output features 
obtained after processing the image through the YOLOv5s 
model. AvgPool denotes the global average pooling func-
tion, while MLP refers to the multi-layer perceptron, rep-
resents the Sigmoid function.

The attention to spatial details focuses on various loca-
tions within the feature maps. The module structure, as 
depicted in Fig. 8, involves initially applying average pool-
ing and global max pooling to the input feature F. The 
resulting two feature descriptions are then concatenated, 
followed by convolution and activation function process-
ing [39]. The formula for calculating the two-dimensional 
spatial attention weights, is given as Eq. (13):

The function AvgPool represents spatial average pool-
ing, MaxPool represents spatial maximum pooling, and 
Conv represents the convolution function in the given for-
mula [40]. The symbol ⊕ denotes the operation of feature 
merging.

Due to the inefficiency of using fully connected lay-
ers in channel attention to extract spatial features while 
increasing the computational burden of the network, 
this study proposes a channel attention mechanism that 
only performs global average pooling. Compared to the 

(12)Mc(F) = �(MLP(AvgPool(F))).

(13)Ms(F) = 𝜎(Conv(AvgPool(F)⊕MaxPool(F))).

commonly used channel attention mechanism that simulta-
neously performs global average pooling and max pooling, 
this approach has lower computational cost, faster infer-
ence speed, and improves the stability and robustness of 
the model. The BAM module combines channel attention 
and spatial attention. This fusion can be achieved through 
element-wise multiplication or addition. The overall cal-
culation formula of the attention module for input features 
is given by Eq. (14).

The input features F in the given equation represent the 
spatial attention module and the improved channel atten-
tion module. The BAM structure, as depicted in Fig. 9, 
combines these modules. This combination allows the 
network to simultaneously focus on feature information 
from different channels and positions, resulting in a better 
representation of the image content. In summary, the BAM 
branch attention mechanism integrates both channel and 
spatial information, enabling the convolution neural net-
work to focus more on the important aspects of the image 
features, thereby achieving better performance in various 
image processing tasks.

3  Experiment

3.1  Training environment and details

During this experiment, the execution of the code uses 
Google Colab, a web-based notebook that allows for writing 
and executing arbitrary Python code through a browser. The 

(14)F� =
(

Mc(F)⊕Ms(F)
)

.

Fig. 7  Channel attention 
module

Fig. 8  Spatial attention module

Fig. 9  Bottleneck Attention Module
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training of the model utilized the NVIDIA T4 Tensor Core 
GPU provided on Google Colab. PyTorch version 1.9.0 and 
Python version 3.10.12 were used for programming, with 
CUDA version 11.8. The training hyperparameters were set 
according to Table 1. The model was trained with 16 Batch 
size, initial learning rate of 0.01, and 100 training epochs.

3.2  Datasets

This study was tested on the publicly available GDUT Hard-
hat Wear Detection (GDUT-HWD) dataset [41]. The dataset 
consists of 3,174 images, with 2,177 images used for train-
ing and 997 images used for testing, divided in an 7:3 ratio. 
It contains a total of 18,893 instances. The labels include 
blue safety helmets (blue), white safety helmets (white), yel-
low safety helmets (yellow), red safety helmets (red), and 
no safety helmet (none), comprising a total of five detection 
categories. Furthermore, GDUT-HWD categorizes safety 
helmets into 3 sizes: small (safety helmet area less than 322 
pixels) accounting for 47.4%, medium (safety helmet area 
greater than 322 pixels and less than 962 pixels) accounting 
for 41.9%, and large (safety helmet area greater than 962 
pixels) accounting for 10.7%. Instances of small safety hel-
mets constitute the majority, which increases the difficulty 
of safety helmet detection and raises the requirement for the 
model to detect small objects. Each instance is annotated 
with a class label and its corresponding bounding box. Its 
basic characteristics are depicted in Fig. 10.

3.3  Model evaluation

The evaluation metrics employed in this text predominantly 
encompass the mean average precision (mAP), parameter 
quantity, floating point operation count (FLOPs), and model 
size.

(15)P =
TP

TP + FP
.

(16)R =
TP

TP + FP
.

In the given equations, TP (true positive) represents the 
classification of positive samples as positive samples, FP 
(false positive) represents the classification of negative 
samples as positive samples, and FN (false negative) rep-
resents the classification of positive samples as negative 
samples. N represents the sample category. P (precision) 
represents the precision, R (recall) represents the recall, 
and AP (average precision) represents the average preci-
sion of a certain class comparison. The complexity of the 
model is measured by the number of parameters and the 
computational complexity FLOPs. F1 score is a measure 
of classification problems, which is the harmonic mean of 
accuracy and recall, with a maximum of 1 and a minimum 
of 0.

(17)AP = ∫
1

0

P(R)dR.

(18)mAP =
1

N

N
∑

j=1

APj.

(19)F1 − Score =
2*Precision*Recall

Precision + Recall

Table 1  Hyperparameter setting

parameter Name Parameter value

Learning 0.01
Momentum 0.937
Weight decay 0.0005
Batch size 16
Epoch 100

Fig. 10  The fundamental characteristics of the dataset are as follows. 
(a) Displays the number of instances wearing safety helmets versus 
those not wearing safety helmets; (b) showcases the dimensions and 
quantity of the boxed samples; (c) illustrates the basic characteristics 
of target sizes in the dataset, with darker areas indicating a higher 
concentration of small targets; 10(d) provides information on the dis-
tribution of class positions
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4  Results

4.1  Ablation experiments results

This study conducted a comparative analysis of ablative 
experiments to detect the optimization effects of various 
improvement points, as the results are shown in Table 2.

It is shown that after adding the SE + DSConv module, 
the mAP (0.5) and FPS values increased by 0.7% and 2.7%, 
respectively, while maintaining almost the same number of 
parameters and computational loads.

When the R-Ghost module was added separately to 
YOLOv5s, the number of parameters decreased by 25.4%, 
the FLOPs decreased by 22.2%, and the model size decreased 
by 25%, resulting in a 0.6% improvement in model mAP 
(0.5) value. With the introduction of BAM only, mAP (0.5) 
compared to YOLOv5s, while the number of parameters 
and FLOPs increased only slightly. From the comparison in 
Table 2, it can be concluded that the R-Ghost module signifi-
cantly reduces the complexity of the model without affecting 
its average precision. Although the addition of the BAM 
module can improve the mAP value, it slightly increases the 
complexity of the model. The SE + DSConv module main-
tains the complexity of the model while also improving the 
mAP value to some extent. With the simultaneous improve-
ment of these two modules and the introduction of the BAM 
attention mechanism, compared to the original YOLOv5s 
model, the number of parameters was reduced by 22.2%, 
FLOPs by 20.9%, the model size decreased by 20.1%, and 
mAP (0.5) value increased by 1.0%.

4.2  Comparison of experiments results

To further validate the effectiveness of the model, a series 
of comparative experiments is conducted in this section. As 
shown in Table 3, we compare the performance of different 
versions of YOLOv5. Due to the balanced detection speed 
and accuracy of the YOLOv5 model on the GDUT-HWD 
dataset, YOLOv5s is adopted as the detection model in this 
study, and improvements are made based on it.

Furthermore, the improved attention mechanism BAM 
is compared with other mainstream attention mechanisms 
to validate the effectiveness of the attention proposed in 
this study. Comparative experiments are conducted on the 
GDUT-HWD dataset to compare the improved BAM atten-
tion with the SE (Squeeze-and-Excite) module, CBAM 
(Convolutional Block Attention Module) [42], and EMA 
(Expectation–Maximization Attention) [43] module.

According to Table 4, compared to the more advanced 
EMA attention model, the improved BAM used in this 
study outperforms in terms of parameter quantity, compu-
tational complexity, and detection speed. Although the SE 
attention has the optimal mAP value and detection speed, it 
falls behind the improved BAM attention module in terms 
of parameter quantity and model size. Furthermore, the 
improved BAM attention introduced channel attention and 
spatial attention, similar to the BAM and CBAM attention 
modules. However, the improved BAM attention outper-
forms BAM and CBAM attention in terms of model size 
and detection speed, making it more suitable for lightweight 
applications.

To further validate the effectiveness of the improved 
LOYOv5, we conducted comparative experiments using 
the latest method of replacing the backbone network with 
a lightweight network. Our findings indicate that Effi-
cientViT (Lightweight Multi-Scale Attention) [44] has the 
fastest detection speed, but falls short in terms of accu-
racy. Although EfficientViT (Cascaded Group Attention) 
[45] has lower computational complexity compared to the 
improved YOLOv5s, it is inferior in terms of precision, 
GFLOPs, model size, and FPS. The results are presented 
in Table 5. The actual measurement of confidence, preci-
sion, recall, and F1 value for detection of the helmet of our 

Table 2  Ablation experiments Method SE + DSConv R-Ghost BAM mAP (0.5) Parameters FLOPs (G) Weight

YOLOv5s 88.2% 7.02 M 15.8 14.4 MB
A √ 88.8% 7.02 M 15.8 14.5 MB
B √ 88.7% 5.24 M 12.5 10.8 MB
C √ 88.9% 7.27 M 16.1 14.9 MB
D √ √ 88.5% 5.30 M 12.3 11.0 MB
E √ √ 89.1% 7.26 M 16.1 15.0 MB
F √ √ 89.6% 5.46 M 12.6 11.3 MB
G √ √ √ 89.1% 5.46 M 12.6 11.5 MB

Table 3  Performance comparison of different models of YOLOv5

Model mAP (0.5) Parameters FPLOPs(G) Weight FPS

YOLOv5s 88.2% 7.02 M 16.0 14.4 MB 86.2
YOLOv5m 90.2% 20.87 M 47.9 42.2 MB 71.0
YOLOv5n 86.9% 1.77 M 4.1 3.8 MB 113.6
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model is shown in Fig. 11. Furthermore, the comparison of 
loss, precision, recall, mAP0.5, and mAP0.5–0.95 curves 
between the original YOLOv5 model and the improved 
YOLOv5 model can be seen in Fig. 12. It is evident that the 
improved model outperforms the original YOLOv5 model 

in all performance indicators, demonstrating the high prac-
ticality of the improved model in detecting safety helmets in 
complex environments.

The comparison between YOLOv5s and the improved 
YOLOv5s detection algorithm for safety helmet detection 
on the GDUT-HWD dataset is shown in Fig. 13. Five sets 
of images show the detection results of safety helmets of 
different sizes. The improved detection confidence is similar 
to before, but the problem of missed detections has been 
solved, proving the practicality of the improved algorithm.

To further demonstrate the superiority of the proposed 
algorithm, a comparison is made with the improved detec-
tion algorithm SDD network model presented in this paper, 
as well as the lightweight models YOLOX-Tiny [35] and 
YOLOv7-tiny from the YOLO series, and the classical 
YOLO detection algorithms YOLOX-s and YOLOv7 [36]. 
Table 6 compares the model parameters, model size, FLOPs 
and detection speed. Table 7 compares the average precison 
(AP) of each class and the mAP of all classes. The mAP 

Table 4  Comparison of 
attention models

Model mAP (0.5) Parameters FLOPs (G) Weight FPS

YOLOv5s-improved BAM 88.9% 7.27 M 16.1 14.4 MB 82.0
YOLOv5s-BAM 89.1% 7.75 M 16.0 15.8 MB 73.5
YOLOv5s-SE 89.3% 7.33 M 16.0 15.0 MB 76.9
YOLOv5s-CBAM 88.9% 7.26 M 16.0 14.9 MB 84.75
YOLOv5s-EMA 88.9% 7.26 M 17.7 14.9 MB 66.23

Table 5  Comparison of state-of-the-art lightweight models

Model mAP (0.5) Parameters FLOPs (G) Weight FPS

Reference 
[44]

71.4% 3.75 M 6.9 7.8 MB 86.2

Reference 
[45]

85.2% 5.32 M 10 15.2 MB 71.0

Reference 
[46]

84.9% 0.54 M 4.8 1.3 MB 156

Reference 
[18]

92.9% 8.1 M 18.4 17.1 MB 79

Improved 
YOLOv5s

89.1% 5.46 M 12.6 11.5 MB 72.5

Fig. 11  P curve, R curve, PR curve, F1 curve. (a)YOLOv5s, (b) improved YOLOv5s



Journal of Real-Time Image Processing (2024) 21:125 Page 11 of 15 125

value of the SSD network model is 84.9%, but its network 
structure and model size are large, not suitable for light-
weight applications. YOLOX-Tiny achieves a mAP value of 
88.6% with a model size of 36.9 MB, showing good perfor-
mance, but the model is complex. YOLOv7-tiny has a mAP 
value of 61.3% with a parameter size of 6.01 M, showing a 
significant difference from the improved YOLOv5s model. 
The improved YOLOv5s achieves a mAP of 89.1%, and the 
complexity of the model is smaller than other lightweight 

models. Although the mAP value of the YOLOX-s detec-
tion algorithm is close to the improved algorithm at 80.6%, 
its computational complexity is 26.8 GFLOPs, slightly 
larger than the lightweight algorithms. The mAP value of 
YOLOv7 is 79.8%, but its model complexity does not meet 
the requirements for lightweight applications. YOLOv8s has 
the best accuracy but is not suitable for lightweight applica-
tions. Overall, the performance of the improved model is 
significantly better than other network models. 

Fig. 12  Box_loss, obj_loss, cls_loss, precision, recall, mAP0.5 and mAP0.5–0.95 curves. The x-axis represents the number of experimental 
epochs, while the y-axis represents the probability



 Journal of Real-Time Image Processing (2024) 21:125125 Page 12 of 15

Fig. 13  Detection and com-
parison

YOLOv5s                                Improved YOLOv5s

Table 6  Contrast experiment Model mAP (0.5) parameters FLOPs (G) Weight FPS

YOLOv5s 88.2% 7.02 M 16.0 14.4 MB 86.2
SSD 84.9% 26.3 M 273.7 91.1 MB 57.2
YOLOX-Tiny 88.6% 5.06 M 10.4 36.9 MB 74.5
YOLOv7-Tiny 61.3% 6.01 M 13.2 12.3 MB 85.9
YOLOX-s 80.6% 8.93 M 26.8 34.9 MB 66.4
YOLOv7 79.8% 37.20 M 105.1 74.8 MB 26.7
YOLOv8s 90.6% 11.12 M 28.4 22.5 MB 59.5
Improved YOLOv5s 89.1% 5.46 M 12.6 11.5 MB 72.5
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5  Conclusion

This article presents an improved lightweight YOLOv5s 
detection algorithm for safety helmets. The SE + DSConv 
module is used to replace the original convolution module 
and some C3 modules, which not only maintains compu-
tational complexity but also improves accuracy. Parallel 
multi-branching of the Ghost module followed by serial 
skip layer connections reduces computational and param-
eter costs while improving detection accuracy. Finally, 
an improved attention mechanism called BAM is intro-
duced to enhance the weight of important information in 
the feature map and address the issues of missed detec-
tion and false detection. Through comparative ablation 
experiments, the advantages of the improved modules are 
demonstrated. Finally, compared with other lightweight 
algorithms, the improved detection algorithm exhibits 
excellent performance in various indicators, meeting the 
requirements of lightweight model and is more suitable 
for use in mobile devices and embedded systems. In the 
future, the focus will be on the detection of small targets 
such as safety helmets, and improvements need to be made 
to the improved algorithm to improve accuracy without 
compromising speed, to better apply it to real-time detec-
tion and recognition of safety helmet wearing in produc-
tion and construction sites.
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