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Abstract
Fatigue driving is one of the main reasons threatening road traffic safety. Aiming at the problems of complex detection pro-
cess, low accuracy, and susceptibility to light interference in the current driver fatigue detection algorithm, this paper proposes 
a driver Eye State detection algorithm based on YOLO, abbreviated as ES-YOLO. The algorithm optimizes the structure 
of YOLOv7, integrates the multi-scale features using the convolutional block attention mechanism (CBAM), and improves 
the attention to important spatial locations in the image. Furthermore, using the Focal-EIOU Loss instead of CIOU Loss to 
increase the attention on difficult samples and reduce the influence of sample class imbalance. Then, based on ES-YOLO, 
a driver fatigue detection method is proposed, and the driver fatigue judgment logic is designed to monitor the fatigue state 
in real-time and alarm in time to improve the accuracy of detection. The experiments on the public dataset CEW and the 
self-made dataset show that the proposed ES-YOLO obtained 99.0% and 98.8% mAP values, respectively, which are better 
than the compared algorithms. And this method achieves real-time and accurate detection of driver fatigue status. Source 
code is released in https:// www. github/ driver- fatig ue- detec tion. git.

Keywords Fatigue detection · YOLOv7 · CBAM · Focal-EIOU loss · Fatigue judgment logic

1 Introduction

In recent years, with the rapid growth of transportation vehi-
cles such as cars and subways, various traffic accidents have 
occurred frequently, resulting in a large number of property 
losses and casualties, as well as posing a huge safety hazard 
to society. Studies have shown that in addition to overloading 
and speeding, fatigue driving is one of the three main causes 
of traffic accidents. According to statistics, fatigue driving 
accounts for 20% of the causes of traffic accidents [1]. When 
people are in the state of fatigue, their attention and reac-
tion speed will decrease significantly, thereby increasing the 
risk of traffic accidents. Therefore, the research and design 
of accurate and real-time detection algorithm and method 
for driver fatigue detection, real-time and accurate judg-
ment of driver fatigue state, and alarm prompt when fatigue 

is detected, improve driving safety, timely prevent traffic 
accidents caused by fatigue, reduce the accident rate, and 
improve the level of road safety. The research holds high 
social benefits and practical value.

At present, the detection methods of fatigue driving are 
mainly divided into three categories: detection methods 
based on driver physiologic characteristics, detection meth-
ods based on vehicle motion characteristics and methods 
based on driver’s facial features.

The fatigue detection methods based on physiologic 
characteristics mainly use sensors to collect the physiologic 
signals of drivers, and judge the fatigue state by observing 
changes in relevant parameters. Common physiologic sig-
nals include electro-oculography (EoG) [2], electroencepha-
logram (EEG) [3], electrocardiogram (ECG) [4], electro-
myogram (EMG) [5], etc. Lin et al. [6] designed a wearable 
EoG data collection device to estimate blink frequency and 
subsequently estimate fatigue state. Dogan et al. [7] designed 
a new manual modeling learning framework using EEG for 
fatigue state detection. Zhang et al. [8] used heartbeat sig-
nals and blink signals captured by antennae for fatigue detec-
tion. Chen et al. [9] proposed a new minimum spanning tree 
for feature extraction and then feature fusion to detect driver 
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fatigue state. This method has high accuracy, but it is easy to 
interfere with the driver, so it is not widely used.

The detection methods based on vehicle motion charac-
teristics judge driver fatigue based on vehicle state changes. 
Li et al. [10] proposed a driver fatigue detection method 
based on steering wheel angle. The method uses decision 
tree classifier to extract approximate entropy features from 
signals recording steering wheel angle, with an accuracy of 
82.7%. Forsman et al. [11] found that the variability of lat-
eral lane position can be obtained from the measured change 
of steering wheel angle through the transfer function, so the 
variability of steering wheel can be used as an indicator to 
detect fatigue driving. The detection results of this method 
are susceptible to factors such as driving conditions and 
driving habits.

The detection methods based on drivers’ facial features 
usually use image processing techniques to analyze the cap-
tured driver images. By detecting the driver’s eye and mouth 
states, calculating the frequency of blinking and yawning, 
the driver’s fatigue state can be determined. The calculation 
of blinking frequency depends on the reliable recognition of 
the driver’s eye state, which is the key to fatigue detection. 
Yi et al. [12] proposed an eye-based fatigue detection algo-
rithm that fuses multiple eye features to detect the fatigue 
state. This method has fast-detection speed and high accu-
racy, but it needs to use the Dlib tool to mark the facial 
feature points, which is complex to operate. Jia et al. [13] 
designed three networks to detect the driver’s face, head 
and eye-mouth state, and then detect the fatigue state. Du 
et al. [14] used convolutional neural network to establish 
two models based on heart rate and percentage of eyelid 
closure over the pupil over time (PERCLOS), and realized 
multi-modal fusion fatigue detection. Sun et al. [15] pro-
posed a multi-stream facial feature fusion convolutional neu-
ral network that improves the fatigue detection performance 
at low-quality input, but it needs to collect signals such as 
EOG, which will interfere with the driver and increase the 
detection cost. Mateusz Knapik and others [16] proposed a 
driver fatigue detection method based on thermal imaging 
yaw detection. First, the corners of the eyes were detected to 
achieve face alignment, and then the yawning thermal model 
was proposed to detect yawning, so as to realize fatigue state 
recognition. But the low resolution of the thermal image will 
affect the accuracy of the detection. Yang et al. [17] used 
3D convolution and bidirectional long short-term memory 
networks for spatiotemporal feature extraction. This method 
can effectively distinguish yawning and similar facial move-
ments, but cannot detect images with low resolution.

In summary, the detection method based on driver’s facial 
features has become a research hotspot for fatigue detec-
tion, but there are still shortcomings such as complex detec-
tion process, low accuracy rate, and susceptibility to light 
influence. Therefore, this paper researches and proposes 

a driver’s Eye State detection algorithm based on YOLO 
named ES-YOLO (hereinafter referred to as the ES-YOLO 
eye state detection algorithm), along with a driver fatigue 
detection method. The main contributions are mainly in 
three aspects:

1. The convolutional block attention mechanism (CBAM) 
is used to replace the 3 × 3 ordinary convolution and 
1 × 1 ordinary convolution at specific locations of the 
feature extraction, feature fusion, and detection head 
module, using YOLOv7-tiny as the basic framework. 
This can better extract the deep and shallow features, 
improve the ES-YOLO model’s attention to important 
spatial locations in the image, and improve the accuracy 
of eye state detection.

2. The Focal-EIOU Loss is used to replace the CIOU Loss, 
so that the ES-YOLO model can more effectively solve 
the category imbalance problem and increase the atten-
tion to the difficult samples, so as to improve the training 
efficiency and the accuracy of eye state detection.

3. The driver fatigue detection method based on ES-YOLO 
is proposed, and the driver fatigue judgment logic is 
designed. This method can monitor the fatigue status 
in real time and provide timely alarms, improving the 
accuracy and practical value of fatigue detection.

2  Network structure of ES‑YOLO eye state 
detection algorithm

YOLOv7 is one of the widely recognized target detection 
algorithms, which is a typical representative of one-stage 
detection algorithms, and it performs well in terms of high 
accuracy and high real-time performance. Compared with 
two-stage detection algorithms such as Faster R-CNN, 
YOLOv7 has a higher detection speed and better real-time 
performance. YOLOv7 contains three different sizes of 
network structures, namely YOLOv7-tiny, YOLOv7, and 
YOLOv7-X. Compared with YOLOv5, YOLOv6 [18], 
and YOLOv8, the YOLOv7 [19] algorithm is more mature 
and faster to detect, which is more suitable for engineering 
applications. The algorithm in this topic needs to take into 
account real-time and lightweight, so YOLOv7-tiny is cho-
sen for improvement.

We analyze the structural characteristics and optimi-
zation methods of the YOLOv7-tiny network, and pro-
pose the ES-YOLO algorithm for detecting the eye state 
rapidly and accurately to further determine the fatigue 
state. The overall network structure of ES-YOLO is 
shown in Fig. 1, which mainly contains three parts: the 
feature extraction module, the multi-scale feature fusion 
module, and the multi-scale detection head module. 
First, the feature extraction module extracts low-level 
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spatial information and high-level semantic information 
from the input images and delivers them to the feature 
fusion module. Then, the feature fusion module fuses the 
extracted multilevel features to ensure that the network 
can better perceive targets at different scales. Finally, the 
multiscale-detection head is responsible for generating 
dense-bounding boxes and predicting the category scores, 
and the final inference is obtained by employing Non-
Maximum Suppression (NMS).

The components of ES-YOLO are mainly composed 
of three building blocks: standard convolution (CBS), 
pyramid pooling (SP), and multi-standard convolution 
(MCB). CBS has three forms, CBS1, CBS2 and CBS3, 
which respectively represent convolution modules with 
convolution kernel 1 and step 1, convolution kernel 3 and 
step 1 and convolution kernel 3 and step 2.

2.1  Convolutional block attention module (CBAM)

To make the model better focus on key regions and features, 
capture important information in the image more compre-
hensively, and improve the performance of the model, we 
introduce the CBAM attention module. Convolutional block 
attention module (CBAM) [20] is a simple and effective 
attention module for feedforward neural networks, as shown 
in Fig. 2. It contains two independent sub-modules, namely 
the Channel Attention Module (CAM) and Spatial Attention 
Module (SAM), which can focus on channel information and 
position information of objects. For the input feature maps, 
attention operations can be performed sequentially in the 
channel and spatial dimensions.

Given an intermediate feature � ∈ ℝ
C×H×W map as input, 

CBAM can sequentially infer a one-dimensional channel 
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Fig. 1  Overall network structure of ES-YOLO
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attention map �� ∈ ℝ
C×1×1 and a two-dimensional spatial 

attention map �� ∈ ℝ
1×H×W . The overall CBAM attentional 

process can be expressed as

where ⊗ denotes element-by-element multiplication, during 
multiplication, the channel attention value is broadcast along 
the spatial dimension, �′′ is the final output. Figures 3 and 4 
depict the computation process of each attention map. The 
following describes the details of each attention module.

A channel attention map is generated using inter-channel 
relationships. Since each channel of the feature map is consid-
ered as a feature detector, channel attention focuses on ‘what’ 
is meaningful given an input image. To compute the chan-
nel attention efficiently, the spatial dimensions of the input 
feature maps are compressed. The channel attention mecha-
nism utilizes both average pooling and max pooling features 
to aggregate spatial information, significantly enhancing the 
representational capacity of network. The channel attention 
mechanism can be expressed as

(1)
�� = ��(�)⊗ �

��� = ��(�
�)⊗ ��

(2)
��(�) = �(MLP(AvgPool(�)) +MLP(MaxPool(�)))

= �(��(��(�
�
���

))+��(��(�
�
���

)))

where �  is the sigmoid function, �� ∈ ℝ
C∕r×C  , 

�1 ∈ ℝ
C×C∕r . CAM compresses the spatial information of 

feature maps by using global max pooling and global aver-
age pooling to obtain two different spatial context descrip-
tors: ��

���
 and ��

���
 , then forward them to the shared net-

work to generate channel attention maps �� ∈ ℝ
C×1×1 . The 

shared network consists of a multilayer perceptron (MLP) 
[21] with one hidden layer. To reduce parameter overhead, 
the hidden-activation size is set to ℝC∕r×1×1 , where r is the 
reduction ratio. After applying the shared network to each 
descriptor, use element-by-element summation to merge 
the output feature vectors. The channel attention process is 
shown in Fig. 3.

Spatial attention maps are generated using spatial relation-
ships of features. Unlike channel attention, spatial attention 
focuses on the ‘where’ as the information component and is 
complementary to channel attention. Spatial attention can be 
expressed as

where f 7×7 represents a convolution operation with the fil-
ter size of 7 × 7 . First, aggregate channel information of a 
feature map by using two pooling operations, generating two 
2D maps: ��

���
∈ ℝ

1×H×W and ��
���

∈ ℝ
1×H×W , each denotes 

(3)
��(�) = �(f 7×7([AvgPool(�);MaxPool(�)]))

= �(f 7×7([��
���

;��
���

]))

Fig. 2  Structure of CBAM 
attention mechanism
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average-pooled features and max-pooled features across the 
channel. Following that, the feature maps are connected 
and convolved through a 7 × 7 convolutional layer, and then 
normalized using the sigmoid function to obtain the spatial 
attention feature map. The spatial attention process is illus-
trated in Fig. 4.

We replace the 1 × 1 ordinary convolution at specific 
locations of Backbone in the YOLOv7-tiny network with 
the CBAM attention mechanism, which enhances the fea-
ture representation between different channels and enables 
the network to better capture relevant information in differ-
ent channels. Second, the spatial attention in CBAM can 
help the network focus on important regions in the image, 
helping the network better understand the spatial structure 
in the image. Replacing the 1 × 1 ordinary convolution at 
specific locations in the Neck part with the CBAM atten-
tion mechanism, the channel attention mechanism in the 
CBAM helps the model to integrate the multi-scale fea-
tures more efficiently, so that the model pays more atten-
tion to the important channels in each feature map. The 
spatial attention mechanism helps the model to focus more 
on important spatial positions in the image, particularly for 
small or occluded targets, so that the network pays more 
attention to the key areas containing critical information. 
Lastly, replacing the 3 × 3 normal convolution in the Head 
part with the CBAM attention mechanism improves the 
performance of the network in target detection.

2.2  Focal‑EIOU loss

To solve the imbalance problem between high-quality 
and low-quality samples (the intersection size of different 
regions on the union of predicted-truth boxes and ground-
truth boxes), we introduce the Focal-EIOU Loss. Focal-
EIOU Loss makes the regression process more focused 
on high-quality anchor boxes, which can effectively solve 
the imbalance problem between high-quality and low-
quality samples, accelerate the convergence of the model, 
and improve the detection accuracy. The loss function of 
YOLOv7-tiny consists of three parts: target confidence 
loss, classification loss, and regression loss. The confi-
dence and classification losses are calculated using binary 
cross-entropy, while the regression loss is calculated using 
the CIOU Loss [22]. However, the CIOU Loss only con-
siders the aspect ratio difference between the predicted 
bounding box and the ground truth, neglecting the true 
relationships between the width and height of the bound-
ing box and the ground truth.

To solve this problem, reference [23] optimized the 
CIOU Loss and proposed the EIOU Loss. The EIOU Loss 
regresses the actual width and height of the predicted box 

instead of using the aspect ratio, thereby eliminating the 
negative impact of the uncertainty in the aspect ratio. The 
formula for calculation is as follows

where hc and wc are the width and height of the smallest 
enclosing box covering the two boxes, � and ��� denote the 
central points of predicted box and the ground truth bound-
ing box, w and h represents the width and height of the pre-
diction bounding box, wgt and hgt represents the width and 
height of the ground truth bounding box.

Based on the EIOU Loss, this paper introduces the Focal-
EIOU Loss [23] in the proposed ES-YOLO network to make 
the regression process focus on high-quality anchor boxes 
and to reduce the drastic fluctuations of the loss value caused 
by the training of the model on low-quality samples. The 
calculation formula for Focal-EIOU Loss is

where � is a parameter to control the degree of inhibition of 
outliers. In this article, � is taken as 0.5.

3  Driver fatigue detection method based 
on ES‑YOLO

We use the PERCLOS method to determine driver fatigue 
status, PERCLOS originated from an experiment conducted 
by Wierwille and colleagues, which proved that the eye clo-
sure time reflects fatigue to some extent. Based on this, the 
Carnegie Mellon Institute, after repeated experiments and 
demonstrations, proposed the PERCLOS, which is used 
to describe the fatigue condition. Numerous experiments 
have proved that the PERCLOS method is the most accu-
rate detection method, and it is also the only driver fatigue 
detection method recognized by the National Highway Traf-
fic Safety Administration (NHTSA) in the United States. 
There are three measurements of PERCLOS, which are P70, 
P80, and EM. Among them, P80 is considered to be the 
most reflective of human fatigue [24, 25], and this paper 
adopts the P80 measurement to make the driver fatigue state 
to judge.

We evaluate the fatigue state of drivers by studying their 
eye closure status and analyzing their videos. A driver 
fatigue detection method based on ES-YOLO is designed 
using PERCLOS, and the flowchart is shown in Fig. 5. This 
method mainly consists of two parts: eye closure state detec-
tion and statistical discrimination. When driver fatigue is 
detected, a fatigue driving alert is issued.

(4)

LEIOU = 1 − IOU +
�2(�, ���)

(wc)2 + (hc)2
+

�2(w,wgt)

(wc)2
+

�2(h, hgt)

(hc)2

(5)LFocal−EIOU = IOU�LEIOU
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4  Experiment analysis

We use driver driving videos provided by subway compa-
nies and public datasets: the University of Texas at Arling-
ton Real-Life Drowsiness Dataset (UTA-RLDD) [26], and 
the CEW dataset [27], to create a driver fatigue detection 
dataset, which includes a total of 7954 images. The per-
formance of the ES-YOLO eye state detection algorithm 
and driver fatigue detection method proposed in this paper 
are tested using publicly available and self-made dataset.

4.1  Experimental environment and settings

The hardware test environment is: Intel(R) Core (TM)i7-7700 
CPU @ 3.60 GHz, 32G memory, two NVIDIA GeForce GTX 
1080Ti GPU. Software environment is Windows 10 operating 
system, CUDA11.1, Python3.8.18 and PyTorch1.9.1.

The dataset is divided into training, validation and test sets 
in the ratio of 7:2:1 and trained using SGD optimizer. The 
input image size is 640 × 640 on both CEW dataset and self-
made dataset, epoch is set to 80 and 100 respectively, bath size 
is set to 64, and data enhancement is carried out using methods 
such as Mixup [28]. The initial-learning rate was set to 0.01, 
momentum to 0.937, and weight decay to 0.0005. To improve 
the accuracy of the model for eye localization, the IOU thresh-
old in this paper was set to 0.55. All tests were performed on 
the same hardware and software platforms.

4.2  Evaluation metrics

The accuracy of the model was assessed using precision (P), 
recall (R), mean average precision (mAP), and the speed of the 
model was assessed in terms of Number of Parameters (Par-
ams), Detection Time, and number of floating point operations 
(FLOPs), and the reconciled average of precision and recall 
(F1 score), and false rate (FPR).

where TP represents the number of positive samples, when 
detecting eye closure, the true positive sample is when the 
predicted bounding box of eye closure matches the ground 
truth box and the IOU is greater than the specified threshold; 
FP represents the number of false positive samples, FN rep-
resents the number of negative samples, TN is the number of 
negative samples correctly predicted, n is the total number 
of target categories. In this paper, n is 2.

(6)Precision =
TP

TP + FP
× 100%

(7)Recall =
TP

TP + FN
× 100%

(8)AP = ∫
1

0

P(R)dr
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1
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YOLO
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4.3  ES‑YOLO experiments and result analysis

To validate the effectiveness and superiority of the proposed 
algorithm in this paper, a series of experiments were con-
ducted on the CEW dataset and self-made dataset, followed 
by ablation experiments and analysis.

4.3.1  Comparison between different algorithms

Table 1 demonstrates the comparison between ES-YOLO 
and other target detection algorithms on the CEW dataset. 
It can be seen that compared to the original YOLOv7-tiny, 
ES-YOLO exhibits minimal increases in parameter count, 
time, and FLOPs, while achieving a 0.7% and 1.0% improve-
ment in precision for open and close eye detection, respec-
tively. Compared to YOLOv5-n, ES-YOLO achieves 0.7% 
and 1.2% higher precision on open and close kinds with a 
small increase in detection time. Compared to YOLOv5-
m, the proposed algorithm achieves the same accuracy as it 
does on the kind open, and 1.2% higher precision on the kind 
close, with a parameter count of only 28% and FLOPs of 
27% in comparison. In addition, in terms of mAP, although 
ES-YOLO is 0.1% behind YOLOv7, it only has 16% of the 
parameter count and 12% of the FLOPs of YOLOv7. Com-
pared to YOLOv8s, ES-YOLO achieves a higher precision of 
0.3% and 1.6% in the open and close categories, respectively, 
while also exhibiting lower parameter count and processing 
time. Compared to Faster R-CNN, the algorithm proposed 
in this paper is numerically 1.0% higher in terms of preci-
sion on close kind and in terms of recall, the algorithm in 
this paper is 3.8% higher on open kind. The mAP of our 
algorithm surpasses Faster R-CNN by 1.4%. Our algorithm 
outperforms Faster R-CNN in terms of parameters, time, and 
FLOPs. Moreover, our algorithm demonstrates comparable 
performance to other target detection algorithms in terms 
of F1 score. For FPR, ES-YOLO achieves the lowest false 
detection rate.

Figure 6 shows the detection results of ES-YOLO and 
other algorithms on the CEW dataset. It can be observed 
from the figure that the proposed ES-YOLO algorithm exhib-
its less false positives in detecting closed eyes compared to 

the other three algorithms. Compared with YOLOv7, our 
algorithm has higher confidence and more accurate judg-
ment. As shown in the left figure of Fig. 6c, YOLOv7 has 
misjudged and incorrectly identified open as close.

To demonstrate the accuracy of the algorithm more intui-
tively, Fig. 7 shows the PR curves on the CEW dataset.

In addition, experiments were conducted on a self-made 
dataset, and the results are presented in Figs.  6, 8 and 
Table 2 Compared to the original YOLOv7-tiny, ES-YOLO 
showed an increase of 0.2% in precision for the open cat-
egory, and although the precision for the close category 
decreased by 0.9%, the recall rates for both open and close 
categories, respectively improved by 0.2% and 1.5%. In 
comparison to YOLOv5-n, although the precision for the 
close category decreased by 0.7%, the precision and recall 
rates for the open category were improved by 0.1%, and the 
recall rate for the close category also increased by 0.5%. In 
terms of mAP, the proposed algorithm in this paper demon-
strated a 0.3% improvement over YOLOv5-m. Compared 
to YOLOv7, the precision rates for the open and close cat-
egories for the proposed algorithm were numerically higher 
by 1.6% and 2.6% respectively, and the recall rates were 
also higher by 2.3% and 3.3% for open and close catego-
ries. Compared to YOLOv8s, the algorithm presented in this 
paper achieves a higher precision of 0.2% and 0.8% in the 
open and close categories, respectively, and also exhibits a 
higher recall of 0.3% and 0.7%, respectively. Compared with 
Faster R-CNN, the precision of the algorithm proposed in 
this paper is numerically higher by 0.9% and 0.5% in open 
and close categories. In terms of recall, the algorithm in 
this paper is higher by 0.4% and 1.3% in open and close 
categories, respectively. From the perspective of mAP, our 
algorithm is 1.8% higher than Faster R-CNN. From the right 
image of Fig. 6b, it can be observed that YOLOv7-tiny has 
missed detections, while our algorithm demonstrates higher 
accuracy.

4.3.2  Ablation experiment

To visually observe the impact of different improvement 
methods on model performance, ablation experiments 

Table 1  Comparison of 
ES-YOLO and other algorithms 
on CEW dataset

Algorithms P R mAP Params (M) Time (ms) FLOPs (G) F1 FPR

Open Close Open Close

Faster R-CNN 97.8 97.3 94.5 95.8 97.6 41.3 220 230.1 0.96 2.5
YOLOv5-n 96.4 97.1 99.3 97.9 99.1 1.7 5.5 4.1 0.98 3.3
YOLOv5-m 97.1 97.1 98.5 97.1 99.0 21.2 13.4 47.9 0.97 2.9
YOLOv7-tiny 96.4 97.3 98.8 96.7 99.1 5.7 4.3 13.0 0.97 3.2
YOLOv7 97.5 98.3 97.8 96.7 99.1 36.5 23.1 103.2 0.98 2.1
YOLOv8s 96.8 96.7 97.1 97.5 99.0 11.2 13.0 28.4 0.97 3.3
Ours 97.1 98.3 98.3 94.7 99.0 6.0 7.0 13.2 0.97 2.3
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were conducted. To ensure the rigor of the experiments, 
100 epochs were set on the same training platform, and 
after training was completed, testing was conducted on the 
test set of a self-made dataset. The experimental results 
are shown in Table 3. In the table, ✓ represents the loca-
tion where changes were made. ✓ next to CBAM indicates 
the replacement of specific 3 × 3 ordinary convolutions in 
the Backbone, specific 1 × 1 ordinary convolutions in the 

Neck, and three groups of 1 × 1 ordinary convolutions in 
the Head with the CBAM attention mechanism. ✓ next to 
Focal-EIOU indicates the usage of Focal-EIOU Loss to 
replace the CIOU Loss in YOLOv7-tiny. P and R repre-
sent the precision and recall for the close category. It can 
be observed that the model achieves the best detection 
performance when both improvement methods are used 
simultaneously.

Fig. 6  Comparison of the detec-
tion results of ES-YOLO with 
other algorithms

(a)YOLOv5-n detection results 

(b) YOLOv7-tiny detection results 

(c)YOLOv7 detection results 

(d) ES-YOLO detection results 
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Fig. 7  PR curve of CEW dataset

Fig. 8  PR curve of self-made 
dataset

Table 2  Comparison of 
ES-YOLO and other algorithms 
on self-made dataset

Algorithms P R mAP F1 FPR

Open Close Open Close

Faster R-CNN 98.7 95.2 98.5 94.2 97.0 0.96 3.1
YOLOv5-n 97.5 96.4 98.8 95.0 98.7 0.97 3.1
YOLOv5-m 97.3 96.7 99.0 95.7 98.5 0.97 3.0
YOLOv7-tiny 97.4 96.6 98.7 94.0 98.5 0.97 3.0
YOLOv7 96.0 93.1 98.6 91.8 97.8 0.95 5.5
YOLOv8s 97.4 94.9 98.6 94.8 98.5 0.96 3.9
Ours 97.6 95.7 98.9 95.5 98.8 0.97 3.3
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To visually assess the impact of the CBAM attention 
mechanism at different positions in the network on model 
performance, ablation experiments on the CBAM attention 
position were conducted on a self-made dataset, and the 
experimental results are shown in Table 4. Here, P and R 
represent the precision and recall for the close category.

The first line is the experimental results of the baseline. 
The second set of experimental data is only replacing the 
3 × 3 ordinary convolutions at certain locations in the Back-
bone with the CBAM attention mechanism. The third set of 
experimental data is only replacing the 1 × 1 ordinary con-
volutions at certain locations in the Neck with the CBAM 
attention mechanism. The fourth set of experimental data is 
replacing all three sets of 3 × 3 ordinary convolutions in the 
Head part with CBAM attentional mechanisms. The fifth set 
of experimental data is replacing 1 × 1 ordinary convolutions 
and 3 × 3 ordinary convolutions at certain locations in the 
Backbone and Neck parts with CBAM attentional mecha-
nisms, and at the same time to replacing all 1 × 1 ordinary 
convolutions in the Head part with CBAM attentional mech-
anisms. It can be seen that the fourth set of experiments, i.e., 
choosing to replace the convolutions at specific locations 
in the Backbone, Neck, and Head sections, is the best in 

all other metrics, even though the running time is slightly 
longer.

4.4  Experiment and result analysis based 
on ES‑YOLO driver fatigue detection method

To verify the real-time and effectiveness of the driver fatigue 
detection method based on ES-YOLO proposed in this paper, 
the driver driving videos provided by Metro are detected. 
Table 5 shows the experimental data of the proposed method 
for eye closure state detection based on ES-YOLO and eye 
closure state detection based on the original YOLOv7 algo-
rithm, respectively. Due to the differences in drivers’ indi-
vidual facial features, in Video 1, YOLOv7 produces a large 
number of misjudgments for the eye closure category, which 
in turn leads to fatigue misjudgments and multiple false 
alarms, while ES-YOLO can accurately determine the eye 
closure state. In Videos 2 and 3, YOLOv7 also has a small 
number of misjudgments. In addition, in terms of detection 
time, for the same video, the algorithm in this paper requires 
less detection time. Figure 9 illustrates the practical applica-
tion effect of the driver fatigue detection method based on 
ES-YOLO.

Table 3  Ablation experiments 
conducted on self-made dataset

CBAM Focal-EIOU P R mAP Params (M) Time (ms)

94.8 96.5 98.9 5.7 4.3
✓ 95.5 94.5 98.7 6.0 5.2

✓ 95.4 95.9 98.9 6.0 4.5
✓ ✓ 95.7 95.5 98.8 6.0 7.0

Table 4  CBAM attention 
position ablation experiments

Backbone Neck Head P R mAP Time (ms)

96.6 94.0 98.5 4.7
✓ 95.6 93 98.5 4.8

✓ 92.5 92.8 97.9 4.4
✓ 95.2 96.7 98.7 4.5

✓ ✓ ✓ 95.7 95.5 98.8 7.0

Table 5  Tests of real-time 
driver fatigue detection and 
alarm system on different 
models

Video Model Frames with 
eyes closed

Number of closed 
eye frames detected

Number 
of alarms

The number of 
alarms should be 
reported

Detection 
time (ms/
frame)

Video1 YOLOv7 268 317 5 3 34.9
Ours 270 3 23.2

Video2 YOLOv7 118 120 1 1 35.3
Ours 117 1 24.4

Video3 YOLOv7 154 168 2 2 34.8
Ours 150 2 23.3
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5  Conclusion

First of all, this article proposes an improved driver eye state 
detection algorithm ES-YOLO based on YOLOv7. CBAM 
attention mechanism is used to replace 3 × 3 ordinary con-
volutions at specific positions in the Backbone, so that the 
network can better capture the relevant information in dif-
ferent channels. In addition, the 1 × 1 ordinary convolution 
at some specific positions of the Neck is replaced by the 
CBAM attention mechanism, which improves the feature 
fusion ability of the network. Furthermore, the three groups 
of 1 × 1 ordinary convolutions in the head are all replaced 
by the CBAM attention mechanism, which improves the 
performance of the network in the target classification task. 
To address the problem of the imbalance in the number of 
categories in the self-made dataset, Focal-EIOU Loss is used 
to replace the original CIOU Loss, improving the detection 
accuracy of network. On this basis, using PERCLOS, this 
paper proposes a driver fatigue detection method based on 
ES-YOLO, and designs the driver fatigue judgment logic to 
improve the accuracy of driver fatigue state detection. Tests 
on CEW data sets and self-made data sets show that ES-
YOLO eye state detection algorithm meets the requirements 
of high accuracy and high real-time detection for fatigue 
detection in actual scenes. Ablation experiments prove the 
rationality and effectiveness of the algorithm. The driver 
fatigue detection method based on ES-YOLO can timely and 
accurately detect driver fatigue and issue alerts, with a small 
parameter volume and fast-detection speed, making it easy to 
port to hardware devices to build a driver fatigue monitoring 
system, and has high practical value. Future research will 
focus on further improving the accuracy of the algorithm 
to better meet practical application requirements. However, 
when the driver wears glasses or the face rotates at a large 

angle, the accuracy of the algorithm will decrease. In future, 
further research can be conducted on the human eye state to 
adapt to the situation of drivers wearing glasses and improve 
the robustness of algorithms.
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