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Abstract
Object detection and object recognition are the most important applications of computer vision. To pursue the task of object 
detection efficiently, a model with higher detection accuracy is required. Increasing the detection accuracy of the model 
increases the model’s size and computation cost. Therefore, it becomes a challenge to use deep learning in embedded envi-
ronments. To overcome this problem, the current research suggests a transfer-learning-based model for real-time object 
detection that enhances the YOLO algorithm's effectiveness. The model utilizes YOLOv6 as a baseline model. This study 
proposes a pruning and finetuning algorithm as well as a transfer learning algorithm for enhancing the proposed model’s 
efficiency in terms of detection accuracy and inference speed. This paper also focuses on how the proposed model will be able 
to identify all objects (indoor as well as outdoor) in a scene and provides a voice output to warn the user about nearby and 
faraway objects. To receive the audio feedback, Google Text-to-Speech (gTTs) library is used. The model is trained on the 
MS-COCO dataset. The proposed model is compared with the Tensorflow Single Shot Detector model, Faster RCNN model, 
Mask RCNN model, YOLOv4, and baseline YOLOv6 model. After pruning the YOLOv6 baseline model by 30%, 40%, 
and 50%, the finetuned YOLOv6 framework hits 37.8% higher average precision (AP) with 1235 frames per second (FPS).
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1  Introduction

In the technical world, computers are used to categorize 
various objects. For this purpose, computers use object 
classification and recognition with deep learning and deep 
neural networks. Object classification and recognition 
are challenging concepts in the field of computer vision. 
Compared to image classification, object detection is more 
complex to perform as it counts on both, image classifica-
tion as well as image localization [1]. It is a difficult task to 
detect and recognize each object and to estimate with which 
class the object belongs where different objects are placed 
at different positions. Various object detection algorithms 
like Faster RCNN, Mask RCNN, YOLOv3, and others are 

continuously striving to strike a balance between inference 
speed and accuracy.

Reducing the scale of object detection models has drawn 
a lot of attention in the last decade. Hence, it is a big prob-
lem for object detection models to maintain the balance 
between model accuracy and its inference speed. This paper 
focuses on this unsolved problem by providing a quick and 
precise object detection approach based on transfer learn-
ing to enhance the inference speed of object detection algo-
rithms and analyze the real-time processing of images. The 
proposed model utilizes the baseline YOLOv6 model and 
helps in reducing the model size as well as improving the 
inference speed and accuracy. Various factors that motivate 
to refurnish the YOLO framework are listed below:

•	 Past research work paid less attention to domain-specific 
characteristics like label assignment and loss functions.

•	 Finetuning the parameters was never a thought in past 
research work. Finetuning hyperparameters helps in 
increasing the inference speed as well as the accuracy of 
the entire network.
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Due to these research gaps, the study proposes a pruned 
and finetuned YOLOv6 object detection model with transfer 
learning that improves the accuracy as well as the inference 
speed of the model. The model works on a teacher-student 
network in which the student network is pruned and fine-
tuned and then the tuned parameters are used in the teacher 
network for training the framework. The proposed framework 
achieved an average precision of 37.8% with 1235 FPS. The 
main objectives and contributions of the paper are summa-
rised as follows:

•	 The baseline YOLOv6 model is compressed and fine-
tuned with the help of the proposed hidden layer prun-
ing algorithm. The hidden layer pruning algorithm helps 
in adjusting the network depth. The proposed algorithm 
also finetunes the network with a reduced learning rate to 
restore any precision values which are dropped during the 
pruning process.

•	 To improve the detection accuracy of the finetuned 
YOLOv6 model, a transfer learning algorithm has been 
proposed and implemented. The proposed transfer learn-
ing algorithm is slightly different from the traditional one.

The rest of the paper is organized into the following sec-
tions: Sect. 2 provides the literature survey of object detec-
tion algorithms and transfer learning, Sect. 3 describes the 
proposed model, Sect. 4 discusses the experiment, perfor-
mance analysis, and, comparison with various other object 
detection models and how the proposed model can be made 
useful for visually impaired people and Sect. 5 concludes 
the paper.

2 � Related work

This section presents a review of object detection, and a 
review of YOLO models and discusses the architecture of 
YOLOv6, and research work related to pruning.

a.	 Object Detection

Object detection is a computer vision concept in which an 
object in an image or video is identified as well as localized. 
A new 3D object detector with depth estimation has been 
proposed for camera-based Bird’s Eye View (BEV) [2]. For 
better 3D scene understanding, a novel Lidar-based 3D object 
detection model has been proposed that works on occluded 
images [3]. Object detection is used for collecting real-
time traffic information with the help of UAVs (Unmanned 
Aerial Vehicles) [4]. A new real-time small object detection 
(RSOD) based on YOLOv3 has been proposed for extract-
ing features from very small images collected via UAVs [4]. 
Khoshboresh et al. [5] carried out the first attempt to detect 

ground vehicles via improved deep learning methodology. 
In this study, Gaussian-Bernoulli Restricted BoltzBoltzman-
nine was combined with a deep learning model to improve 
the performance of the model. An improved YOLOv4-based 
object detection model for handling the issue of low detec-
tion accuracy in complex machinery swarm operations has 
been proposed [6]. A new real-time 3D object detection con-
volutional neural network based on YOLOv5 has been pro-
posed in which YOLOv5 anchor boxes have been replaced by 
hybrid ones [7]. A novel smartphone-based object detection 
architecture for portable systems based on CNN has been 
proposed [8]. Another viewpoint-based memory mechanism 
has been proposed for improving the detection accuracy of 
videos in real time [9]. The mechanism achieved a 20.7% 
object localization rate (OLR). A novel traffic sign detection 
based on YOLOv3 has been proposed to make an addition 
to the application of object detection in daily routine [10]. A 
YOLOv4-tiny neural network has been proposed for social 
distancing tracking during COVID times [11]. The network 
is based on Bird’s eye view mechanism.

b.	 YOLO and YOLOv6

YOLO was proposed by Joseph Redmon in 2016 [12]. 
YOLO has many versions so far and it is improving con-
tinuously each time. Wei Sun et al. [4] proposed a Real-time 
Small Object Detection (RSOD) algorithm based on yolov3 
that was trained on Visdrone-DET2018 and UAVDT data-
sets and achieved mAP of 43.3% and 52.7%, respectively. 
A. Mauri et al. [7] introduced a yolov5-based real-time 3D 
object detection CNN to be used in sustainable transportation 
applications both for road and rail contexts. Nikkhat Bushra 
et al. [13] proposed a system based on Yolov5 which helped 
in identifying weapons held by a person and the system was 
also capable of recognizing the faces of the suspicious user. 
Ruiyang Xia et al. [14] profounded a novel real-time object 
detector namely, Transformers Only Look Once (TOLO) 
which is based on Convolutional Neural Network, different 
Lite Transformer Heads, and Feature Fusion Neck. Masum 
Shah Junayed et al. [15]proposed a novel lightweight model 
that makes use of depth- and point-wise separable convolu-
tions to categorize objects in images. Mais R.Kadhim et al. 
[16] proposed a blind assistive system based on YOLO 
and OpenCV python library for real-time object detection. 
Fahad Ashiq et al. [17] proposed a navigation system in real 
time with output as an automated voice that helps visually 
impaired people. The system is based on a deep convolu-
tional neural network that achieved an accuracy of 83.3%. 
Chhaya Gupta et al. [18] proposed a hybrid approach SSDT 
(Smart Social Distancing Tracker) which is a combination of 
YOLOv4 merged with MF-SORT, Kalman Filter, and brute 
force feature matching technique to distinguish people from 
background and achieved an FPS of 24 on MOT dataset. 
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Chhaya Gupta et al. [19] proposed a two-stage face mask 
detector namely Coronamask that classifies whether a person 
is wearing a mask or not and achieves an accuracy of 95%. 
Yuxuan Cai et al. [20] proposed a pruning scheme for any 
kernel size which is GPU/CPU collaborative and achieved 
an mAP of 49.0 and FPS of 17 and is based on Yolov4. 
Chenglizhao Chen et al.[21] proposed a novel spatiotempo-
ral network on real-time Video Salient Object Detection and 
achieves an FPS of 50 in real-time applications. Most of the 
work has been carried out with two-stage detectors, as two-
stage detectors perform better but they have their disadvan-
tages. A two-stage detector is not useful in real-time object 
detection because of its low inference speed.

YOLOv6 is a single-stage detector having an efficient 
design and high performance. YOLOv6 outperforms all the 
previous versions of YOLO in accuracy as well as inference 
speed. This section provides an architectural comparison 
between YOLO and YOLOv6 to understand what’s new in 
YOLOv6. YOLO models have a backbone-neck architecture. 
Figure 1 provides the architecture of YOLO models so far 
(What’s New in YOLOv6? n.d.). YOLO models take an image 
as input and pass it to different convolutional layers. These 
convolutional layers act as the backbone for YOLO models. 
The features extracted in the backbone layers are passed to 
the neck convolutional layers. These layers extract more fea-
tures. The neck features are passed through three different 
heads namely, predict objects, class, and box regression.

YOLOv6 redesigns the YOLO backbone and neck designs 
and renames them as EfficientRep backbone and Rep-PAN 
neck. YOLOv6 uses decoupled head. Decoupled head means 
that the network has additional layers in the head section 
which helps in increasing the performance. The neck features 

are directly passed to the decoupled head section where 
tasks like objectness, classification, and regressions take 
place at once. This helps YOLOv6 in increasing its perfor-
mance. Figure 2 presents the backbone-neck architecture of 
YOLOv6 and Fig. 3 provides the decoupled head architecture 
of YOLOv6 [23]. In the EfficientRep backbone design, the 
convolutional layers have been replaced with RepConv lay-
ers. The first RepConv layer transforms the data to align the 
channel dimensions. YOLO models till version 5 work on the 
CSP network but YOLOv6 works on the RepBlock network.

c.	 Pruning

Pruning is a technique that minimizes a network’s 
redundancy based on the feature score. This creates a net-
work with lower dimensionality than the baseline network, 
which needs less processing. Pruning is a 3-step process 
namely, sparsity learning, pruning, and fine-tuning. Prun-
ing is mainly based on sparsity learning networks. In 
pruning, unwanted parameters are determined based on 
their feature scores and they are removed. This process 
helps in reducing the dimensionality of any neural net-
work by reducing the number of parameters. After reduc-
ing the unwanted parameters, the remaining parameters 
are finetuned to retrain the network. Pruning is catego-
rized as structured and unstructured based on the method 
of removing unwanted parameters. Unstructured pruning 
creates a sparse convolution structure by evaluating each 
parameter's significance separately and removing those 
that are unneeded. But unstructured pruning has the limi-
tation of requiring certain libraries and hardware support. 
On the other hand, structured pruning judges a group of 

Fig. 1   YOLO architecture (What’s New in YOLOv6? n.d.) [22]
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parameters and removes unnecessary parameters. Struc-
tured pruning has a high compression ratio and it reduces 
most of the parameters in the fully connected layer and 
lightens up the network. It helps in judging the importance 
of each parameter based on its feature score. It does not 
require any explicit specific library.

In this paper, a hidden layer pruning algorithm is pro-
posed which makes YOLOv6 a light-weighted network by 
reducing a significant number of parameters and decreasing 
the network depth. After pruning the model, the detection 
accuracy diminishes. To enhance the detection accuracy, 
a transfer learning algorithm was implemented with the 

finetuned YOLOv6 network. Instead of using the traditional 
transfer learning algorithm, a new transfer learning algo-
rithm has been proposed. In the pruning process, the number 
of parameters of the model and the model’s depth is reduced. 
The complete algorithm is explained further in this paper.

A lot of work has been done in the field for real-time object 
detection and it has shown that object detection can be used 
in different applications. Despite the work done till now, 
there are a lot of limitations and hindrances that need to be 
investigated:

Fig. 3   Decoupled head architecture of YOLOv6 [23]

Fig. 2   Backbone-Neck architecture of YOLOv6 [23]
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•	 Most of the work is carried out on old object detection 
models and pruning techniques have been just applied to 
them.

•	 The researchers have used pre-trained models via transfer 
learning for producing high-accuracy results and it takes 
a lot of effort in changing the architecture of a pre-trained 
model and add something new to it.

To overcome the limitations, a framework based on fine-
tuned YOLOv6 with transfer learning has been proposed. The 
proposed framework works on real-time data and is being 
trained with the MS-COCO dataset and is tested on real-time 
data. In this paper:

•	 The Baseline YOLOv6 model has been pruned and fine-
tuned as per the proposed hidden layer pruning algorithm 
to make the framework a better and more efficient one. 
The proposed hidden layer pruning algorithm also helps in 
reducing the network depth of the pruned YOLOv6 when 
compared with baseline YOLOv6.

•	 For further improving the detection accuracy, a new trans-
fer learning algorithm is proposed and is implemented on 
the pruned and finetuned YOLOv6 network.

•	 As of now, YOLOv6 has not been used for object detec-
tion, hence in this study, the baseline YOLOv6 model has 
been used for real-time object detection and is also pruned 
to increase the detection accuracy without any precision 
loss.

•	 MS-COCO dataset has been used for training the frame-
work. For testing purposes, real-time data has been used.

•	 The framework may also be used as a guide for a visually 
impaired person. The proposed framework works with a 
webcam and provides results along with voice output. A 
comparative study of the proposed model with other object 
detection models like the Single Shot Detector model, 
Faster RCNN model, Mask RCNN model, YOLOv4, 
and baseline YOLOv6 is presented in terms of precision, 
recall, and mAP.

3 � Proposed real‑time object detection model

The proposed model works on a student–teacher network. The 
framework is trained using the parameters that have been fine-
tuned from the student network, and the tuned parameters are 
used in the teacher network. The architecture of the frame-
work is divided into two parts, the first part is the teacher 
network that consists of the baseline Yolov6 model and the 
other part is the student network consisting of the proposed 
pruned and finetuned YOLOv6. The pruning is done with 
30%, 40%, and 50% sparsity and it was observed that the 
model outperforms with the sparsity of 30%. To restore the 
dropped precision values, finetuning is also implemented with 

pruning at a very low learning rate. To improve the detection 
accuracy as well as inference speed of the overall framework, 
transfer learning has been implemented. The baseline model 
YOLOv6 is trained to obtain a teacher network first and after-
ward, the trained weights and biases are used for finetuning 
Yolov6 which in turn is used to train the student network. The 
complete architecture of the proposed framework is shown 
in Fig. 4. The figure shows the baseline YOLOv6 model and 
pruned YOLOv6 model. The baseline model has several 
layers which were reduced when the pruned and finetuned 
weights file yolov6.pt was modified and used for training the 
baseline YOLOv6 model. Migration learning is also used with 
pruned and finetuned YOLOv6 model. The baseline model 
is trained on the MS-COCO dataset. The proposed model 
achieves better detection accuracy while reducing the num-
ber of parameters and hence can be considered an efficient 
model for real-time object detection. The rest of this section 
describes all the modules used in the proposed framework.

3.1 � YOLOv6 algorithm

YOLOv6 redesigns the YOLO backbone and neck designs and 
renames them as EfficientRep backbone and Rep-PAN neck. 
YOLOv6 uses decoupled head. Decoupled head means that 
the network has additional layers in the head section which 
helps in increasing the performance. The neck features are 
directly passed to the decoupled head section where tasks like 
objectness, classification, and regressions take place at once. 
The YOLOv6 model consists of three parts namely, backbone, 
Neck, and Decoupled Head. The first part is the Backbone of 
the model. This part impacts the efficiency and effectiveness of 
the model. It is a single-path network that helps in high paral-
lelism and less memory usage which leads to higher efficiency. 
For this purpose, RepBlock is used during the training phase. 
RepBlock is converted to 3 × 3 convolutional layers with the 
help of the ReLU activation function. 3 × 3 convolutional lay-
ers are chosen due to their high computational density. Cross 
Stage Partial connections are also deployed to boost the per-
formance of the network during training. The second part is 
the Neck. Unlike, Yolov5, CSP connections are removed with 
RepBlock. The third part is the Decoupled Head. A hybrid 
channel strategy is used to build the decoupled head. Baseline 
Yolov6 has a high computation cost and has a high number 
of parameters, therefore, to achieve higher accuracy and effi-
ciency, a hidden layer pruning algorithm has been proposed.

YOLOv6 uses reparameterized VGG blocks with skip con-
nections during the training phase. In the inference phase, the 
RepBlocks are converted to 3 × 3 convolutional layers known 
as Repconv blocks.

YOLOv6 has two loss functions namely, Varifocal Loss and 
Distribution Focal Loss with SIoU or GIoU. VarifThe varifo-
cal function is used for classification purposes and Distribution 
Focal Loss is used for Box regression purposes.
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Varifocal loss (VFL) is a forked version of Focal loss. Focal 
loss (FL) helps in handling class imbalance by multiplying the 
predicted value with the power of gamma as shown in Eq. 1. 
Varifocal loss uses this for negative sample loss calculation 
only. For a sample loss calculation, VFL uses Binary Cross 
Entropy (BCE) loss [24]. VFL is shown in Eq. 2.

where c ϵ {± 1} is the ground truth value, b ϵ [0,1] is the 
predicted probability of the foreground class, (1 − b)� is the 
modulating factor for the foreground class and b� is a modu-
lating factor for the background class.

where b is the predicted IoU-Aware Classification Score 
(IACS) and c is the target score. If there is a foreground 
point, then, c for its ground truth class is set as Intersection 
over Union (IoU) between generated bounding box and its 
ground truth. If there is a background point, the target score 
c is 0 for all classes.

(1)FL(b, c) =

{

−�(1 − b)� log(b)ifc = 1

−(1 − �)b� log(1 − b)otherwise

(2)VFL(b, c) =

{

−c(clog(b) + (1 − c)log(1 − b))c > 0

−𝛼b𝛾 log(1 − b)c = 0

Distribution Focal Loss (DFL) is used for calculating 
box regression loss. It helps in optimizing the distribution 
of box boundaries [25]. This method relies on the offset 
values from the four sides of a bounding box and sets them 
as regression target ‘x’. The main objective of DFL is to 
maximize the probabilities of values around the target x 
as shown in Eq. 3.

where Di and Di+1 are probabilities of xi and xi respectively. 
For simplification purposes, Di and Di+1 are used. Di and 
Di+1 are calculated as shown in Eq. 4.

3.2 � Pruned and finetuned Yolov6

Pruning means when the weights of the model are reduced 
to some extent so that model can perform well in challenging 
environments as well. It hits the layer structure of a network 
and reduces the scale of the model[26]. The main objective of 
pruning is to get rid of those filters that are not important in the 

(3)
DFL

(

Di,Di+1

)

= −
((

xi+1 − x
)

log
(

Di

)

+
(

x − xi
)

log
(

Di+1

))

(4)Di =
xi+1−x

xi+1−xi
, Di+1 =

x−xi

xi+1−xi

Fig. 4   Structure of overall framework based on transfer learning, the left side shows the baseline YOLOv6 model, and the right side shows the 
pruned and finetuned YOLOv6 model
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evaluation of the overall performance of the network. The per-
formance of each layer is evaluated, and the one having the least 
effect on the model’s detection accuracy is chosen and trimmed 
before the layer structure of the framework is deleted. This is 
done iteratively until the increased validation loss had passed 
the “post-pruned threshold”. The post-pruned threshold is the 
ratio between pruned model’s validation loss and the validation 
loss of the complete model. After this, the model is retrained 
to bring the validation loss down below the “post-retrained 
threshold”. The post-retrained threshold is the ratio between 
recovered validation loss to validation loss of the complete 

model. The algorithm stops when pruned model’s validation 
loss exceeds the post-pruned threshold even after re-training the 
model. This algorithm prunes one layer at a time and therefore, 
it is called single-layer pruning. To determine which layer to 
prune, the model’s validation loss is calculated after one of its 
layers has been modified. Modifying a layer means the removal 
of unwanted features from the layer. Unwanted features are 
determined by calculating the Sum Absolute Weights (SAW) 
of each feature. The features with the lowest SAW are pruned.

The processing time is too long to reach real-time per-
formance. Hence, to make the proposed object detection 

Table 1   Network depth 
comparison between baseline 
Yolov6 and pruned Yolov6

Model Backbone: CSP1_X Neck: CSP2_X

1st 2nd 3rd 1st 2nd 3rd 4th 5th

Baseline Yolov6 CSP1_1 CSP1_3 CSP1_3 CSP2_2 CSP2_2 CSP2_2 CSP2_2 CSP2_2
Pruned Yolov6 CSP1_2 CSP1_6 CSP1_6 CSP2_1 CSP2_1 CSP2_1 CSP2_1 CSP2_1

Fig. 5   Architecture of pruned Yolov6

Fig. 6   Batch normalisation 
layer coefficient ɤ showing 
pruning process progress during 
the training phase
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model more accurate and efficient, improvements are made 
to the baseline YOLOv6 model. To compress the model and 
strengthen the inference speed, YOLOv6 is pruned. On the 
baseline YOLOv6 model, several experiments have been con-
ducted for the model pruning portion. After examining every 
step of YOLOv6, from feature value extraction to result in 
prediction, three values are evaluated namely, time t, param-
eters h, and accuracy c, and the formula is depicted in Eq. 5.

The proposed pruning and finetuning algorithms are sum-
marised in Algorithm 1.

Algorithm 1: Pruning and finetuning the Framework.

Input:
Min: height of hidden input layer
Win: width of the hidden input layer
Mout: height of hidden output layer
Wout: width of the hidden output layer
ti: time delay in the hidden layer
hi: parameter in the hidden layer
ci: accuracy of hidden layer
lri: learning rate parameter
optim: optimizer, value is 1 for “Adam”
layersi: layers of the framework
Output:
Totali: total evaluation of hidden layer
Procedure:
1. Obtain the baseline Yolov6 model with 13x13, 26x26, 

and 52x52 layers and calculate SAW for each filter in 
each layer. Filters with the lowest SAW are taken 
forward for pruning.

2. Train the model and calculate the accuracy ci of each 
model.

3. Evaluate the testing results.
4. if Min = = 13 and Win = = 13 then 
5.        load t1, h1
6. elif Min = = 26 and Win = = 26 then
7. load t2, h2
8. elif Min = = 52 and Win = = 52 then
9.       load t3, h3
10. end if
11. if Mout = = 13 and Wout = = 13 and layersi = = 75 then
12. Totali = t1+h1+c1
13. optim = 1
14. lri = 0.0032
15. elif Mout = = 26 and Wout = = 26 and layersi = = 75 then
16. Totali = t2+h2+c2
17. optim = 1
18. lri = 0.0032
19. elif Mout = = 52 and Wout = = 52 and layersi = = 75 then 
20. Totali = t3+h3+c3
21. optim = 1
22. lri = 0.0032
23. end if
24. return max (Totali, optim, lri)

For the pruning process, the baseline YOLOv6 model with 
13 × 13, 26 × 26, and 52 × 52 hidden layers is obtained. The 
model is trained, and accuracy is calculated. The baseline 
YOLOv6 is tested to evaluate the delay time in the execution 
of three hidden layers and parameters used. The optimizer 
function is changed from SGD to Adam for better results dur-
ing the pruning process. The learning rate (lr) is changed from 

(5)Totali = ti + hi + ci, i ∈ (1, 2, 3)

0.01 to 0.0032 for finetuning the framework. Finetuning helps 
in restoring the dropped precision values during pruning. The 
values time delay t, parameter h, and accuracy c are obtained 
to decide which hidden layer to select for pruning.

The proposed pruning algorithm reduces the number of 
hidden 3 × 3 convolutional layers to only one layer. Pruning 
also helps in adjusting the network depth and network width. 
In this study, hidden layer pruning is proposed to control the 
number of residual components in the CSP module and helps 
in adjusting the network depth. The comparison in baseline 
Yolov6 network depth and pruned Yolov6 model depth is 
shown in Table 1. It can be seen from Table 1 that pruned 
Yolov6 model has different CSP modules in Backbone and 
Neck networks. In the backbone network of pruned Yolov6, 
the first CSP1 module has two residual components, and 
the second and third CSP1 modules have six residual com-
ponents. In the neck network, the five CSP2 modules have 
just one residual component. Therefore, using the algorithm 
of hidden layer pruning, the size of the Yolov6 model can 
be compressed which results in a lightweight model ensur-
ing better detection accuracy. Pruning drops the precision 
values, hence, to restore those values, finetuning is also pro-
posed along with the pruning algorithm. Finetuning removes 
the fully connected nodes where actual class label predic-
tions are made and replace them with newly initialized fully 
connected nodes. Finetuning also freezes earlier convolu-
tional layers in the network ensuring that any robust feature 
learned by convolutional layers is not destroyed. After freez-
ing the earlier convolutional layers, newly initialized fully 
connected layers are trained. Finally, all the frozen convolu-
tional layers are unfrozen. The pruned Yolov6 architecture 
is shown in Fig. 5. The pruning process progress during the 
training phase is shown with the help of the Batch Normali-
sation coefficient ɤ (gamma) in Fig. 6 using the run logs. The 
gamma coefficient slowly approaches 0 but does not reach 0 
completely. From the 14th epoch, the change in coefficient 
is the same, till the 30th epoch. To make the gamma coef-
ficient closer to 0, an attempt was made to prune the network 
to 100 epochs, but the results were the same as that of the 
14th epoch. For compressing the network width, convolu-
tional kernel pruning can be used that helps to control the 
convolutional kernels in the convolutional layer structure. 
Convolutional kernel pruning is left for future work.

3.3 � Customizing anchor boxes

Classification of the object is done using the anchor box[27]. 
The ground-truth box is unified to a given size by its fixed 
width and height. The anticipated box absorbs knowledge 
from the anchor box, keeps the weights and biases, but ulti-
mately transforms it into the ground-truth box. The proposed 
framework finetunes and prunes the Yolov6 baseline model 
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and hence anchor boxes are required to be changed accord-
ingly. For this purpose, the anchor boxes may be changed 
in the configuration file of the baseline model as shown in 
Fig. 7. Changing the configuration file for anchor boxes is 
not a problem in YOLOv6. Yolov6 automatically learns 
about the anchor box distributions based on the training set 
and hence customizes them.

3.4 � Transfer learning

As the framework has been pruned and finetuned, the 
detection accuracy of the model must be decreased. Trans-
fer learning technique is used for increasing the detection 
accuracy. In this study, a new algorithm has been proposed 
for transfer learning which is slightly different from the tra-
ditional one. The baseline YOLOv6 model’s performance 
and generalizability are used to boost the detection accuracy 
of the pruned YOLOv6 model. Algorithm 2 summarizes the 
new transfer learning algorithm for the proposed model.

Algorithm 2: Modified transfer learning algorithm for the 
framework

Input:
Atrain: training dataset
WT: weight of baseline network
WS: weight of the finetuned network
BT: bias of baseline network
BS: bias of finetuned network
LT: count of layers in baseline network
LS: count of layers in the finetuned network
ChannelT: layers in baseline network
ChannelS: layers in the finetuned network
Output:
Ppre: pre-trained parameters of the finetuned network 
framework
Procedure:
1. Obtain the parameters which have been saved while 

training the baseline model
2. Implement training for Atrain and calculate WT and BT
3. for j = 1; j < LT; j++ then
4.        for x = 1; x < Ls; x++ then
5.              if ChannelS = = ChannelT then
6.                   Bs = WT
7.                 End if
8.           End for
9. End for
10. Enact the finetuned network and evaluate the 

predicted results Ppre

11. Return Ppre

During the transfer learning process, the student network 
(pruned YOLOv6) is initialized. The weights and biases of 
some layers of the teacher network (baseline YOLOv6) are 
applied to the student network. These are used as pre-trained 
parameters for the model. Traditionally, in transfer learning 
algorithms the weights of the teacher network are applied 
to weights of the student network and biases of the teacher 
network are applied to biases of the student network. But, 
in this proposed transfer learning algorithm, for each layer 
in the baseline and proposed model, the channels of the 
baseline and proposed model are checked. If they are the 
same, then, the weights of the baseline network are applied 
as biases to finetuned model. The weights which are applied 
to the finetuned model are used as pre-trained weights as 
shown in Eq. 6.

This strategy not only helps in increasing the detection 
accuracy of the overall model but also helps in improving 
the performance and efficiency of the model.

4 � Experimental analysis

In this study, finetuned Yolov6 is trained using the MS-
COCO training and validation datasets[28]. MS-COCO 
dataset consists of more than 200 k images of 80 classes. 
The training set consists of 82783 images and the valida-
tion set consists of 40775 images. For simplification pur-
poses, 17 classes have been used for training various object 
detection models including the proposed model [29]. The 
proposed model is compared with different object detection 
models and is also assessed using a real-time environment. 
The proposed model is used with a webcam and is combined 
with gTTs (Google Text-to-Speech) to produce automated 
voice output and may be considered as a guide for visually 
impaired people in the future.

(6)
N
∑

i=1

Bs =

N
∑

i=1

WT ,N = Ls

Fig. 7   Customise anchor boxes 
in configuration files
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4.1 � Performance evaluation metric used

Object detection algorithms are compared in-depth during 
the experiment and also computed the recall and precision 
rates. The metrics used are:

(7)Precision =
TP

TP + FN

(8)Recall =
TP

TP + TN

whereTP = TruePositive

TN = TrueNegative

FN = FalseNegative

Fig. 8   Performance of different object detection models compared with the proposed framework at different IoU threshold values

Fig. 9   Recall curves for various 
object detection models when 
compared with the proposed 
framework

Fig. 10   Precision curve for 
various object detection models 
when compared with the pro-
posed framework
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Precision helps in measuring the accuracy of the pre-
dictions made by a model. It helps in measuring to what 
extent the predictions of a model are correct. Object detec-
tion models make predictions with the help of bounding 
boxes and class labels. For each bounding box, an overlap 
is measured between the predicted bounding box and the 
ground truth bounding box. This is known as Intersection 
over Union (IoU). Recall measures how well a model finds 
all the positives.

4.2 � Finetuned framework evaluation

The proposed model is evaluated and analyzed to check 
whether it has utilized the transfer learning algorithm. It 
has been observed that the precision and recall rates of 
the proposed model are higher than the baseline Yolov6 
model and are comparable to the Yolov4 model. Base-
line Yolov6 and the proposed model are superior to other 
object detection models such as Faster RCNN, SSD, Mask 
RCNN, and YOLOv4 in the visualization process of the 
detection algorithms. The main focus was on the speed 
performance of all the models with the help of FPS at a 
batch size of 32 on 17 classes of the MS-COCO dataset. 
The overall recall results of different models compared in 
this study are shown in Table 2 and precision values are 
shown in Table 3. Precision and recall values are calcu-
lated based on IoU threshold values. For example, if the 
IoU threshold value is 0.5, and IoU for a prediction is 0.8, 
it is considered True Positive (TP) and if the prediction is 
0.3, then it is considered False Positive (FP). In this study, 
IoU threshold values were considered within a range of 
0.5–0.9. The proposed model when compared with other 
object detection models at different IoU threshold values, 
provided the best results of precision and recall at the 
threshold value of 0.7 as shown in Fig. 8. F1-score was 
also calculated but is not considered in this study as the 
results do not vary much.

Figure 9 and Fig.  10 show the recall and precision 
curves for all the object detection models used in the 
experiment on 17 classes from the MS-COCO dataset. 
It can be observed from the figure that the recall rate of 
the finetuned framework is much better than all the other 
object detection models used. The average precision val-
ues of all 17 classes are detected by different object detec-
tion models in this study. Average precision is finding the 
area under the precision-recall curve and the formula is 
shown in Eq. 9. This is a multi-class classification; there-
fore for each class, the precision-recall curve is calculated 
and then the average precision value is determined with n 
number of thresholds.
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Once the average precision is calculated, the mean aver-
age precision is evaluated. Mean average precision (mAP) 
is the average of average precision as shown in Eq. 10 with 
n number of classes. The mAP values of all the 17 classes 
selected for the experiment are shown in Table 4 and Fig. 11 
provides the graphical representation for mAP of different 
object detection models on different classes.

In all the results, it can be viewed that some of the objects 
are not detected well by the proposed model. This is due to 
the lack of visibility of the object in different videos. The 
proposed model is not able to cope with the challenge of 
textured background where the object blends into the back-
ground and it becomes hard to identify those objects. This is 
the challenge that will be overcome in the future.

4.3 � Results prediction in real time

The proposed model has achieved remarkable results in the 
real-time environment when implemented with a webcam 
on Intel(R) Core (TM) i5-1135G7 @ 2.40 GHz 2.42 GHz 
processor with NVIDIA GeForce × 360 graphic card. The 
model is combined with the gTTs (google Text-to-Speech) 
python library. The real-time video is converted to frames 
the and pytesseract python library is used to convert those 
images in frames to text. The gTTs library is then applied 
to this text and provides the automated voice output. Fig-
ure 12 provides some of the real-time object detection results 
with automated voice output. The images in Fig. 12 show 

(9)AP =

n−1
∑

i=0

[Recall(i) − Recall(i + 1)] ∗ Precision(i)

(10)mAP =
1

n

n
∑

i=1

APi

confidence scores with each bounding box and it is observed 
that the model achieved good results in terms of confidence 
scores while detecting different objects. The inference speed 
of all the object detection models discussed in this paper is 
also computed in a real-time environment and results clearly 
show that the proposed finetuned YOLOv6 is much faster 
in identifying objects in the real world. The voice output 
identifies each detected object in the real world and also 
talks about the distance of each detected object from the 
webcam and instructs the user whether the object is too near 
or too far from them which will be helpful for the visually 
impaired person. The measured distance of each detected 
object is also visible in the images in Fig. 12. Frames per 
second (FPS) is also calculated for each object detection 
model. FPS tells how fast a model is processing any video 
and generating the desired results [30]. The results show that 
the proposed model achieved a higher inference speed at a 
high FPS when compared to other object detection models. 
The proposed model when implemented on YouTube vid-
eos provides outstanding results. Figure 13 shows results 
on a YouTube traffic video in which it is detecting cars and 
trucks with much better confidence scores and provides 
automated voice output for each object in the video. The 
proposed model is detecting different classes like the per-
son, bottle, cell phone, car, bus, truck, chair, bed, and dog. 
The model achieved remarkable results when compared with 
other models in terms of inference speed on different real-
time classes and Frames per Second (FPS). The results are 
shown in Table 5. The real-time images in Fig. 12 present 
the challenge of the proposed model. The proposed model 
is not able to overcome the challenge of a ‘Textured Back-
ground’. The textured background is an open challenge in 
object detection where the object presents in a scene that 
blends into the background and is difficult to identify. The 

Fig. 11   Mean average precision 
for various object detection 
models when compared with the 
proposed framework
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objects in the images like the ‘bag’, and ‘couch’ in front 
of the bed are of the same color as that of the bed, hence 
it becomes a challenge for the proposed model to identify 
these objects. The couch is identified as a chair in one of the 
images but it is not identified properly in any other image. 

This is an open challenge in the proposed model which will 
be worked upon in the future. It is visible from the real-time 
images that the proposed framework can identify occluded 
objects and shadows of objects in the scene like ‘bed’, ‘per-
son sitting on the bed’, etc.

Fig. 12   Real-time object detection results with the proposed finetuned framework with audio output
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Fig. 12   (continued)
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Fig. 12   (continued)
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Fig. 12   (continued)
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5 � Conclusion and future work

The work implements transfer learning-based object detec-
tion uniquely. In this study, a finetuned Yolov6 model 
is presented as an improvement. To minimize the size 
of the model, speed up picture detection inference, and 
support real-time image processing, the baseline Yolov6 
structure is tempered by pruning and finetuning it. For 
this purpose, a novel pruning and finetuning algorithm 
is proposed and implemented. The detection accuracy 
diminishes with decreasing model size. To solve this 
issue, the authors proposed a slightly modified transfer 
learning algorithm to improve the model's detection accu-
racy. The proposed model topology is simple, easy to set 
up, and has few parameters than baseline Yolov6, which 
enables the object detection algorithm to operate in the 
real world. The experiment is also carried out in a real-
time environment, and it demonstrates that the proposed 
model, on the principle of transfer learning, shows very 
encouraging results. The proposed model has improved 
detection accuracy and inference speed and depicts a good 
balance between the two. In the future, the model will be 
investigated further and a convolutional kernel pruning 

algorithm will be implemented to compress the network 
width. The proposed model is not able to overcome the 
challenge of textured background (where the objects blend 
into the background making them hard to identify); hence 
in the future, the model will be enhanced to overcome this 
challenge. The framework can be combined with an IoT 
environment to create a physical device that may be help-
ful for visually impaired people.
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