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Abstract
In recent years, the performance of the convolutional neural network-based pedestrian detection method has improved 
significantly. However, an imbalance remains between detection accuracy and speed. In this paper, we employ a one-stage 
object detection framework and propose a pedestrian detection method based on the multi-scale attention mechanism of a 
convolutional neural network to improve the imbalance between accuracy and speed. First, a multi-scale convolution module 
is designed to extract corresponding features at different scales. Second, using the attention module, association information 
between features is mined from space and channel perspectives to strengthen the original features. Then, the enhanced fea-
tures are passed through a classification and regression module to perform object positioning and bounding box regression. 
Finally, to learn more pedestrian location information, we improve the loss function to realise better network training. The 
proposed method achieved considerable results on the challenging CityPersons and Caltech pedestrian detection datasets.

Keywords Pedestrian detection · Multi-scale · Attention mechanism · Classification and regression module

1 Introduction

In the computer vision field, object detection remains a rela-
tively active research area, and pedestrian detection is a spe-
cific object detection task in which pedestrians are detected 
in pictures or video sequences. Compared to general object 
detection, pedestrian detection has its own differentiated 
characteristics, and from practical value and landing space 
perspectives, pedestrian detection is worthy of study. For 
example, it has various useful applications, e.g. driverless 
car systems, intelligent robots, intelligent video surveil-
lance and intelligent transportation. Pedestrian detection 
has strong application value and has been the focus of many 
researchers. Despite the rapid development of pedestrian 
detection technology, it must consider influences from many 
factors in practical applications, e.g. pedestrian posture, 
wear and viewing angle and occlusion between pedestrians, 
illumination and other factors. These issues make pedestrian 

detection a challenging topic in the computer vision field. 
For example, achieving quick and accurate pedestrian detec-
tion in various scenes remains a hot topic.

Traditional pedestrian detection methods primarily use 
machine learning methods, and such methods mainly focus 
on manual feature extraction, feature classifier learning and 
post-processing, which have low hardware requirements. 
Machine learning-based pedestrian detection methods also 
provide fast detection speed. However, such methods gener-
ally only achieve good detection results under specific con-
ditions, and the detection effect is greatly reduced in the 
present of occlusion or poor lighting conditions. As a result, 
such methods are frequently impractical because they cannot 
satisfy real-world requirements.

Convolutional neural networks have been used in pedes-
trian detection, and such methods screen out all the area 
frames where pedestrians may appear by traversing the 
entire picture. Then, these methods classify the extracted 
features of the area frames and finally suppress the output 
results by non-maximum values [1]. Pedestrian detection 
methods based on convolutional neural networks have 
achieved significant improvements in speed and accuracy 
and have become the current mainstream methods.

In recent years, the pedestrian detection method 
based on deep learning [2–5] has entered a stage of rapid 
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development; however, some problems remain. For exam-
ple, the main problem is that the performance and speed 
have not yet reached a reasonable trade-off. In addition, 
research and development of autonomous driving technol-
ogy is in full swing, and such technologies must be able 
to detect pedestrians quickly and accurately to ensure the 
safety of pedestrians. We adopt a one-stage object detec-
tion framework and propose a convolutional neural network 
pedestrian detection method based on a multi-scale attention 
mechanism, which we refer to as the multi-scale convolution 
module-attention network (MSCM-ANet), to improve the 
trade-off between detection accuracy and speed in pedestrian 
detection methods.

To improve the detection accuracy of the MSCM-ANet 
method, we designed a multi-scale convolution module and 
an attention module. We also employ a pyramid feature 
fusion method to generate rich feature maps. Simultane-
ously, to maintain faster detection speed, a one-stage object 
detection framework is adopted. Through the classification 
and regression module, the object category probability and 
position coordinate value is regressed directly on the fea-
ture map. In addition, we primarily use small 1 × 1 and 3 × 3 
convolution kernels in the network structure and compress 
feature maps channels to 256 when output, which reduces 
the number of parameter calculations. Our primary contribu-
tions are summarised as follows.

1. We propose a pedestrian detection method for multi-
scale attention feature extraction named MSCM-ANet. 
The proposed method includes a multi-scale convolu-
tion module and attention module for feature extraction 
and enhancement, a classification and regression module 
(CRM) for object classification and regression and an 
improved loss function to optimise network training. By 
joint action of these modules, the detection accuracy and 
speed of the detector are optimised.

2. The proposed method performs multi-scale extraction of 
features and fully mines the associated information of 
the feature channel and space dimensions via the atten-
tion module, which enriches feature information and 
ensures effective improvement of accuracy.

3. MSCM-ANet achieves satisfactory results in experi-
ments on the challenging CityPersons [6] and Caltech 
[7] pedestrian detection datasets.

2  Related work

2.1  Object detection

Object detection is a basic component of computer vision 
research. Its purpose is to locate and classify object instances 
in a large number of predefined categories of natural images. 

Since 2006, many deep neural networks have emerged in 
the object detection field. At the 2012 ImageNet image rec-
ognition competition, Hinton et al. won the championship 
by building the AlexNet [1] CNN. Since then, CNN has 
received significant attention and is widely used in object 
detection research.

In 2014, Girshick et  al. proposed RCNN [8], which 
integrates AlexNet and region proposal selective search 
to form a prototype two-stage detector, which effectively 
improves general object detection accuracy. Although the 
RCNN shows improvement in detection accuracy, it suf-
fers from slow detection speed and high resource consump-
tion. Inspired by RCNN, in 2015 and later, many improved 
detection frameworks have been proposed, e.g. Fast-RCNN 
[9] and Faster-RCNN [10]. The above two-stage detectors 
abandon SVM, Softmax and bounding box regression train-
ing separately, instead of using Softmax and bounding box 
regression training simultaneously, which greatly reduces 
training time. These studies have promoted the development 
of the two-stage detection framework.

However, the abovementioned detection methods based 
on region proposal are computationally expensive. There-
fore, researchers began to develop a unified detection strat-
egy, i.e. a one-stage detector prototype, to reduce computa-
tional costs. In 2016, Redmon et al. designed YOLO [11], 
which treats the object detection problem as a regression 
problem. It uses a convolutional neural network structure to 
directly predict the bounding box and category probability 
from the input image, which improves detection speed and 
maintains good accuracy. Also in 2016, Liu et al. proposed 
a one-stage detector SSD [12], which uses a CNN to extract 
feature maps of different scales for direct detection. This 
method effectively reduces detection time and provides 
better detection accuracy than YOLO. Subsequently, many 
high-performance one-stage methods emerged, e.g. DSSD 
[13], RefineDet [14], YOLOV2 [15] and YOLOV3 [16].

Since 2020, object detection methods have developed rap-
idly. For example, Han et al. designed GhostNet [17], which 
generates a small amount of internal feature maps through a 
few convolution kernels, and then efficiently generates ghost 
feature maps through simple linear changes. This reduces the 
overall number of parameters and calculation costs of the 
network. Fan et al. introduced a few-shot object detection 
method, and they proposed the Attention-RPN [18] multi-
relation detector and a comparative training strategy. By 
constructing the few-shot detection FSOD dataset, which 
contains 1000 categories, a model trained on FSOD can be 
directly migrated to the detection of new categories without 
transfer learning. In another study, Wang et al. proposed 
SEPC [19], which used deformable convolution to adapt to 
the corresponding irregularities between actual features and 
maintain a balanced scale to improve detection accuracy. 
In addition, Bochkovskiy et al. presented YOLOV4 [20], 



1967Journal of Real-Time Image Processing (2021) 18:1965–1978 

1 3

which summarised and improved a large number of previous 
object detectors to make the detection model faster and more 
accurate, where only a single GPU is required to complete 
model training.

2.2  Pedestrian detection

Pedestrian detection is one branch of object detection. 
The traditional pedestrian detection method is based on 
motion detection and machine learning methods. This type 
of method is fast; however, accuracy is not very high, and 
it is more prone to false detections. In 2014, researchers 
applied RCNN [8] to pedestrian detection, which greatly 
improved detection accuracy. With the successful applica-
tion of RCNN in pedestrian detection, an increasing number 
of studies have used deep learning methods to handle pedes-
trian detection tasks.

In 2015, Tian et al. proposed TA-CNN [2], which uses 
an ACF detector to generate proposals, and then combines 
pedestrian detection with some specific tasks, e.g. pedestrian 
wear and scenes, to extract the required information opti-
mise. Different from using traditional detectors to generate 
proposals, Zhang et al. designed RPN + BF [3], which is 
based on Faster-RCNN. Here, the original RPN was adjusted 
to generate proposals, and then the generated region propos-
als, confidence scores and extracted features are used to gen-
erate a cascaded boosted forest classifier, which effectively 
improves detection accuracy. In 2016, to solve the retrieval 
problem when multiple scales exist simultaneously, Cai et al. 
developed MSCNN [21], which employs different detectors 
for different layers and uses feature up-sampling rather than 
input image up-sampling to improve detection speed.

In recent years, the use of deep learning has developed 
rapidly in pedestrian detection. The direct use of convolu-
tional networks for sliding window detection incurs huge 
computational costs; thus, Cai et al. developed a network 
that uses cascaded convolution, which they refer to as a cas-
cade CNN [22]. This method can optimise the pedestrian 
detection scheme and quickly determine whether the detec-
tion object is a pedestrian. Targeting the occlusion prob-
lem in pedestrian detection, Wang et al. proposed RepLoss 
[23] and Zhang et al. designed OR-CNN [24] with two new 
regression loss functions, which effectively alleviated the 
pedestrian occlusion problem. In another study, Liu et al. 
presented CSP [4], which abandoned the traditional win-
dow detection method and predicted the centre position and 
dimension of pedestrians directly through a convolution 
operation, which effectively improved detection accuracy 
and speed.

Since 2020, many good pedestrian detection methods 
have emerged. For example, Wang et al. designed DR-CNN 
[25], which employs a new coulomb loss function to regress 
the bounding box. In addition, it introduced an effective 

semantic-driven strategy to select the anchor point position 
and effectively improve the geometric and appearance inter-
ference problems in pedestrian detection. In another study, 
Chu [26] et al. developed a simple and effective proposal-
based pedestrian detector, which allows each detection 
scheme to predict a set of related instances rather than the 
traditional single instance. This detector adopts new tech-
nologies, e.g. EMD loss and NMS, which effectively solves 
the problem of highly overlapping pedestrian detection in 
crowded scenes. In addition, Ma et al. proposed the DDFE 
pedestrian detection scheme [5], which is based on deep 
feature extraction. This method improves the receptive field 
and feature information of the deep feature map through a 
dilate convolution layer, which effectively improves imbal-
ance between pedestrian detection accuracy and speed.

2.3  Attention mechanism

The attention mechanism originated from the study of 
human vision. In cognitive science, due to the bottleneck 
of information processing, humans will selectively focus on 
part of the known information while ignoring other visible 
information. We call this method the attention mechanism. 
The attention mechanism mainly focuses on two aspects: 
one is to decide which part of the input needs to be paid 
attention to, and the other is to allocate limited informa-
tion processing resources to the concerned part. Through 
the attention mechanism, limited brain resources can be used 
to screen out valuable information from a large amount of 
information.

In computer vision, the attention mechanism is used to 
process visual information, by assigning different weights 
to different parts of the input, to find the most useful image 
information for detection.

In recent years, an increasing number of object detection 
methods have used attention mechanisms to improve the 
performance of algorithm networks. For example, in 2015, 
Jaderberg et al. proposed STN [27], which enables a neural 
network to actively transform the feature map into space by 
learning the deformation of the input to complete the pre-
processing operation suitable for the task and achieved good 
test results. With the success of STN, the use of attention 
mechanisms has increased gradually in the object detection 
field. In 2017, Hu et al. considered the relationship between 
feature channels and proposed SENet [28], which auto-
matically obtains the importance of each feature channel 
through learning. Based on this, network performance was 
improved by improving important features and suppressing 
unimportant features. Fu et al. designed DANet [29], which 
is based on the self-attention mechanism, to capture feature 
dependencies in the spatial and channel dimensions sepa-
rately, which significantly improves network performance.
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Since 2020, the use of attention mechanisms in object 
detection has been developed continuously. For example, 
Zhu et al. introduced an end-to-end attention mechanism 
network named RSSAN [30], which enhances the required 
feature information using a spatial attention mechanism and 
suppresses the amount of information through weighting 
fewer feature information to achieve effective feature learn-
ing. In another study, Ji et al. proposed ACNet [31], which 
uses a binary neural tree combined with attention convolu-
tion to perform weakly supervised fine-grained classification 
and combines attention convolution operations on the edges 
of the tree structure. The method uses a routing function at 
each node to define the calculation path from the root node 
to the leaf node and combines the predicted values of all 
leaf nodes to generate the final prediction with improved 
accuracy. In addition, Li et al. introduced the MAF [32] net-
work, which uses a new channel feature attention mecha-
nism to pass messages layer by layer in the global view and 
uses semantic cues in higher convolution blocks to indicate 
the lower feature selection in the block, which effectively 
improves the accuracy of saliency maps. Thus, the applica-
tion of attention mechanisms in general object detection has 
been successful, and the same method can be attempted in 
pedestrian detection tasks.

3  Method

The proposed MSCM-ANet method is an algorithm based on 
the one-stage detection framework. The backbone includes 
building a multi-scale attention mechanism on the Resnet-50 
[33] network, and CRM is built using the stack predictor 
scheme. Simultaneously, the detector automatically gener-
ates a score for each instance category, and then determines 

whether it is a pedestrian instance according to an estab-
lished threshold.

3.1  Overall architecture

The proposed MSCM-ANet method uses Resnet-50 pre-
trained on ImageNet as its backbone. Resnet-50 [33] is com-
monly used in the object detection field. It is divided into 
five stages, and each stage contains multiple convolutional 
layers. After an image is input to the network, a feature map 
is extracted through each stage, and then down-sampling 
is performed. Here, the down-sampling factors are 2, 4, 8, 
16 and 32, corresponding to the outputs of stages 1–5. The 
overall structure of the proposed MSCM-ANet method is 
shown in Fig. 1.

For convenience, Fig. 1 intercepts the last three stages 
of Resnet-50 [33]. To achieve better perform deep feature 
extraction, we added stage 6 (green block in Fig. 1), which 
comprises a series of small convolution layers at the end of 
the backbone network. The entire network can be divided 
into three parts, i.e. a multi-scale convolution module, an 
attention module and a CRM.

Due to different objects and different shooting angles, 
the object size in the image will differ. If there is only one 
scale in the detection method, loss of feature information 
will occur, which will result in blurred object feature maps. 
Thus, we designed the multi-scale convolution module to 
address the problem and obtain better features. Note that 
single feature detection cannot greatly mine the correlation 
between features, resulting in not all the detection content 
is we need. Therefore, we have added the attention module 
to the network to make the detector focus on the character-
istics of pedestrians in the image, which can achieve better 
detection results.

Fig. 1  Structure of proposed MSCM-ANet
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The feature map extracted from the attention module 
enters a pyramid fusion mechanism. Here, the features are 
sequentially up-sampled from the deepest part of the net-
work and merged with sub-deep feature maps such that the 
features contain both deep semantic information and shallow 
location information, which is conducive to detection. Then, 
the fused features are sent to the CRM to achieve bounding 
box regression and object classification. Next, the network 
predicts the feature maps extracted in stages 3–6 in order. 
The proposed anchor frame sizes are (16, 24), (32, 48), (64, 
80) and (128, 160) pixels (aspect ratio: 0.41). These different 
sizes of anchor boxes are allocated to the feature map of the 
corresponding stage.

3.2  Multi‑scale convolution module

To optimise the performance of the network, the architecture 
of the multi-scale convolution module (MSCM) is based on 
Hebb theory and multi-scale processing intuition. We refer 
to the structural characteristics of the inception network, 
and the MSCM primarily uses 1 × 1 and 3 × 3 small convo-
lution kernels to reduce computational costs [34]. Among 
them, the 1 × 1 convolution kernel can naturally combine 
features with high correlation in the same spatial location 
but in different channels. Convolution kernels of other sizes, 
e.g. 3 × 3, can guarantee the diversity of characteristics. The 
specific structure of the multi-scale feature detection block 
is shown in Fig. 2.

The MSCM comprises four different scales correspond-
ing to the four levels (from top to bottom) in Fig. 2. Except 
for the fourth scale in Fig. 2, each scale passes a 1 × 1 con-
volution kernel to reduce the number of parameters before 
detection. In Fig. 2, the first scale uses a 1 × 1 small convo-
lution to detect small-scale objects. The second scale uses 
two 3 × 3 convolutions to detect medium-scale objects, 

while reducing the amount of parameters, expanding the 
receptive field and enriching the nonlinearity of the net-
work. In the third scale, to reduce the number of calcula-
tions incurred by 7 × 7 convolution, we use 1 × 7 and 7 × 1 
asymmetric convolutions to detect large-scale objects. The 
fourth scale is the average pooling layer, which is used to 
change the input feature arrangement and reduce the thick-
ness of the feature map. Finally, the feature information of 
each scale is merged through a concatenation layer, and 
then passes a normalisation layer and activated layer to 
forms a new feature map.

3.3  Structure of attention module

According to the deep learning research in recent years 
[27–29], here, we summarise three important factors that 
affect the network under normal circumstances, i.e. depth, 
width and cardinality. Attention must highlight key points 
and increase the representativeness of the points of interest. 
Therefore, we employ the attention mechanism to increase 
expressiveness and consider important features, e.g. pedes-
trians, while suppressing unnecessary features, e.g. back-
grounds, statues and posters. Here we combine channel 
attention and spatial attention in the attention module such 
that the detector focuses more on the characteristics of 
pedestrians in the image and improves the detection effect. 
The overall framework is shown in Fig. 3.

The convolution operation extracts features by mixing 
multiple channels and spatial information; thus, we design 
the attention module along the features in the channel 
dimension feature and spatial dimension feature. As a result, 
each branch can learn classification and positioning infor-
mation on the channel and spatial dimensions, respectively. 
The equations for the attention network are given as follows:

Fig. 2  Structure of multi-scale convolution module



1970 Journal of Real-Time Image Processing (2021) 18:1965–1978

1 3

Here, x is the original input feature, and C, H and W rep-
resent the channel number, height and width of the feature, 
respectively. xNew is the new output feature map that incorpo-
rates attention weights. CH(∙) represents the attention extrac-
tion operation in the channel dimension of the feature, where 
CH(∙) ∈ RC×1×1 . S(∙) represents the attention extraction 
operation in the spatial dimension, where S(∙) ∈ R1×H×W . ⊗ 
represents element-wise multiplication.

The attention network in the channel dimension is called 
channel attention. Its overall structure is shown in Fig. 4.

To gather and calculate channel information, we first 
compress the feature map in the spatial dimension to 
obtain a set of one-dimensional vectors for subsequent 
extraction. When performing dimensional compression 
on the input feature map, we use average pooling and 
maximum pooling. Average pooling can effectively learn 
the object, and maximum pooling can collect another 
important clue about the characteristics of unique objects 
to infer attention in the channel. In addition, the average 
pooling layer has feedback for each pixel in the feature 
map, while the maximum pooling layer performs gradi-
ent backpropagation calculations, only the place with the 
largest response in the feature map has gradient feedback. 
After obtaining two one-dimensional vectors, the vectors 
are input to a shared network comprising a hidden layer 
and multilayer perceptron (MLP). Here, to reduce compu-
tational costs, we set the activation size of the hidden layer 
to RC∕r×1×1 , where r is the channel compression rate. After 
applying the shared network to the vector, we perform 

(1)xMid = CH(x)⊗ x,

(2)xNew = S(xMid)⊗ xMid.

element-wise summation, then go through the activation 
function and finally merge the output feature vectors to 
obtain new feature weights. The equations for the channel 
attention is given as follows.

Here, �(∙) is the activation function sigmoid, and W0 
and W1 are the weights of the multilayer perceptron, where 
W0 ∈ RC∕r×C and W1 ∈ RC×C∕r , respectively. AvgPool(∙) and 
MaxPool(∙) represent the average pooling and maximum 
pooling layers, respectively.

After the channel attention network, new feature 
weights are generated and sent to the spatial attention net-
work. The overall structure is shown in Fig. 5.

In addition to generating the attention model in the 
channel dimension, we consider that the network must also 
detect which parts of the feature map should have a higher 
response at the spatial level. Therefore, we also designed 
a spatial attention network.

The first input is the characteristics of the channel atten-
tion module, and the average pooling layer and the maximum 
pooling layer are used to compress the input feature map. 
Here, the compression is performed at the channel level, and 
the input features are respectively in the channel dimension 
do mean and max operations. Finally, two two-dimensional 
features are obtained, and we splice them together according 
to the channel dimensions to obtain a feature map with two 
channels. We then use a hidden layer containing a single 
convolution kernel to ensure that the final feature is con-
sistent with the input feature map in the spatial dimension, 
where we use a 3 × 3 convolution operation. Next, after the 
scale operation, a feature map adjusted by double attention 
is obtained. The spatial attention is calculated as follows.

Here, h3×3 is the 3 × 3 convolution operation, [∙;∙] is the 
feature fusion operation, AvgPool(∙) and MaxPool(∙) rep-
resent the average pooling and maximum pooling layers, 
respectively, and �(∙) is the sigmoid activation function.

(3)
CH(x) = �(MLP(Avgpool(x))) + �(MLP(Maxpool(x)))

= �(W1(W0(xavg))) + �(W1(W0(xmax))).

(4)
S(x) = �(h3×3([AvgPool(x);MaxPool(x)]))

= �(h3×3([xs
avg

;xs
max

])).

Fig. 3  Structure of attention module. The green box represents the 
feature extracted from the previous layer. The multi-coloured box rep-
resents the new feature handled by attention module

Fig. 4  Structure of channel attention module Fig. 5  Structure of spatial attention module
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After the feature map generates new features through 
channel and spatial attention, the next feature fusion opera-
tion is performed. Finally, the fused features will be sent to 
the CRM for detection to obtain the results.

3.4  Classification and regression module

To improve detection accuracy while ensuring sufficient 
detection speed, we draw on the experience of ALFNet [35]. 
Under the one-stage framework, we cascade two identical 
predictors to form CRM (Fig. 6).

The new feature maps generated from the attention net-
work enter the first predictor. After being processed through 
the convolution kernel (3 × 3 convolutional layer with 256 
channels), the classification and regression information is 
generated, and the score and regressed proposals are cal-
culated. In Fig. 6, k represents the number of anchor boxes. 
Then, the feature enters a second equal predictor and per-
forms classification and regression again. Finally, the results 
of each scale are combined to obtain the final detection 
result. Here, each predictor uses the regressed anchor for 
optimisation. With multiple classification and regression of 
the detector, the anchor is refined gradually, and the number 
of obtained positive samples increases gradually, which is 
conducive to generating accurate positioning information. 
As a result, the one-stage detector can achieve results that 
are equivalent relative to accuracy of a two-stage detector 
while maintaining detection speed.

3.5  Loss function

In pedestrian detection, the category distribution in a sin-
gle picture is typically not balanced. For example, there 
may only be a single person in an image, and the rest of the 
image is background, which will lead to extremely unbal-
anced numbers of positive and negative samples. There-
fore, the design of the loss function should be considered 
carefully. Inspired by mitigating imbalance in the number 
of positive and negative samples by assigning different 
weights to such samples in focal loss [36], we designed the 

loss function to keep positive and negative samples in rela-
tive balance. Here, the loss function comprises both classi-
fication loss and regression loss. During training, when the 
IOU values of the detected anchor box and ground truth 
box are greater than threshold Ih , we treat this anchor box 
as a positive sample and use e+ as a representation. When 
the IOU value is less than threshold Il , anchor boxes are 
considered to be negative samples denoted e− . Note that 
other anchor boxes between Il and Ih are ignored and not 
calculated.

For the classification loss function, we made improve-
ments based on focal loss. The classification loss function 
is expressed as follows:

Here, Tb is the probability that sample b is a positive 
sample, � is the weight parameter and γ is the focusing 
parameter. In our experiment, we set � = 0.25 and γ = 2. 
With this adjustment, the weight of easier to classify sam-
ples is lower, and the model is more focused on training 
more difficult samples.

For the regression loss function, we employ the smooth 
L1 loss [10] function:

Here, λ is the weight balance parameter (set to 1 in our 
experiments). Nlocation is the number of anchor locations, 
b is a sample and Tb is the probability that sample b is a 
positive sample. When the anchor box is a positive sample, 

(5)

Lclassification = −�
∑
b∈e+

(
1 − Tb

)�
logTb

− (1 − �)
∑
b∈e−

T
�

b
log

(
1 − Tb

)
.

(6)Llocation = �
1

Nlocation

∑
b

T∗
b
Lregression

(
fb − f ∗

b

)
,

(7)Lregression
�
fb − f ∗

b

�
=

⎧
⎪⎨⎪⎩

0.5
���fb − f ∗

b

���
2

,
���fb − f ∗

b

��� < 1
���fb − f ∗

b

��� − 0.5, otherwise
.

Fig. 6  Structure of classification 
and regression module
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the value of the ground truth label T∗
b
 is 1, and when the 

anchor box is a negative sample, the value of the ground 
truth label T∗

b
 is 0. Lregression is the smooth L1 function, 

where fb represents the bounding box parameterised coor-
dinates generated during anchor box prediction, and f ∗

b
 is 

the bounding box parameterised coordinates of the anchor 
box ground truth.

3.6  Inference

The MSCM-ANet’s network comprises forward propaga-
tion and back propagation. The input image is propagated 
forward through the backbone network. Here, stages 3–6 
generate corresponding feature maps. Then, the feature maps 
are sent to the MSCM and attention module to extract fea-
tures. These features are passed through the feature pyramid 
network with sequential up-sampling from the deep network 
and fusion of the shallow features to generate a new feature 
map. Finally, the bounding boxes and confidence scores of 
the feature map are regressed through CRM. We filter all 
boxes with a confidence score below 0.01, and we employ 
a non-maximum suppression method to retain boxes with 
the highest scores, merge the remaining boxes and delete 
redundant anchor boxes, thereby improving the detection 
efficiency. Note that the threshold of ground truth boxes and 
generated boxes was set to 0.5 during testing.

4  Experiments

To verify the effectiveness of the proposed MSCM-ANet, 
experiments and evaluations were performed on two com-
monly used pedestrian detection datasets, i.e. the CityPer-
sons [6] and Caltech [7] datasets. The system used in the 
experiment is Ubuntu 16.04, two RTX2080ti GPUs and 
11 GB of main memory. The network construction, training 
and testing were all performed using in Keras environment.

4.1  Datasets

The CityPersons [6] dataset is a high-resolution and large-
scale public pedestrian detection dataset with various occlu-
sion levels. This dataset has a total of 2975 training set 
images, 500 validation set images and 1525 test set images, 
with a total of 5000 1024 × 2048 pixel values in PNG for-
mat images. These images are from 27 different cities, and 
each instance is labelled accurately. The CityPersons data-
set has more labelled pedestrian instances. Its training set 
contains 19,654 pedestrian labels, and the pedestrian poses 
are diverse. There are more pedestrians in a single picture.

The Caltech [7] dataset is currently the most commonly 
used and largest pedestrian database. It was capturing 
using a vehicle-mounted camera for approximately 10 h. 

The video resolution is 640 × 480 at 30 frames per second. 
This dataset is labelled with 350,000 rectangular boxes 
and 2300 pedestrians. In addition, the time correspondence 
between the rectangular boxes and occlusion conditions 
are also labelled. The dataset is divided into set00–set10. 
According to official usage, the training set has a total of 
42,788 frames (set00–set05), and the test set has a total of 
4024 frames (set06–set10).

The CityPersons [6] and Caltech [7] datasets use the 
log-average miss rate over the false positive per image as 
the evaluation metric, and we fixed the range to  [10−2,100 ], 
which we denote MR−2.

4.2  Training settings

The Adam optimiser was used in training to optimise the 
weight parameters. To make the training weights data 
smoother, we also employ employed the moving average 
weights method in the experiments. We set the attenuation 
rate to 0.999 during training. In addition, the min-batch 
method was used in training, and the batch size of a single 
GPU was set to 10.

To reduce computational costs during training, we 
cropped the CityPersons [6] dataset into 640 × 1280 
images, and the Caltech [7] dataset was cropped into 
336 × 448 images. For testing and evaluation, images in 
the two datasets were maintained at their original size. The 
pretrained Resnet-50 [33] model was used to initialise the 
weight parameters, and the remaining network layer used 
the Xavier method for random parameter initialisation. 
The number of iterations of the entire network is 160 k 
and the learning rate was set to  10−4 during the initial 
120 k iterations. Then, the learning rate was changed to 
 10−5 for the remaining 40 k training iterations (at which 
time training was terminated).

4.3  Data augment

Due to the limited number of samples in the original data-
sets, we adopted a data augment strategy in the training 
phase to increase sample diversity and improve the training 
effect of the pedestrian dataset.

In this experiment, we used online data augmentation 
strategies to reduce computer resource consumption. First, 
we randomly flipped the image horizontally, adjusted its 
brightness randomly and set the probability to 0.5. Then, 
the image was randomly scaled to [0.3, 1.0] of the original 
size. Finally, we randomly cropped or filled the image which 
in the CityPersons [6] training set with a width and height 
of 640 × 1280 pixels. Note that the images in the Caltech [7] 
dataset were randomly cropped to 336 × 448 pixels.
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4.4  Ablation study

The proposed MSCM-ANet uses the attention module to 
mine the correlation between features, thereby improving 
the detection effect. The attention module uses a combina-
tion of channel attention and spatial attention mechanisms 
to make the generated features targeted at detecting pedes-
trians. However, effectively combining these attention 
mechanisms for joint detection and obtaining better results 
was a problem we need to address. Thus, we conducted 
ablation experiments on the CityPersons [6] dataset.

We conducted multiple sets of experiments to verify the 
effectiveness of adding an attention network by whether 
to add an attention mechanism and where the two atten-
tion mechanisms are located. Table 1 shows the detec-
tion results obtained when adding different attention 
mechanisms.

As can be seen, when no attention mechanism was used, 
the MR−2 value was 13.07, and the effect is general. When a 
single attention network mechanism was used, the network 
considered the correlation in the channel and spatial dimen-
sions and focused on generating features for pedestrians to 
improve the detection effect (the MR−2 value were 12.36 
and 12.50, respectively). When two attention mechanism 
networks were used simultaneously, the generated features 
obtained relevant information in the channel dimension and 
combined information in the spatial dimension, thereby 
making the content of the feature richer. When entering the 
channel attention network first and then the spatial attention 
network, the MR−2 value was 11.95. However, when features 
first entered the spatial attention network and then the chan-
nel attention network, the MR−2 value was 12.17. As shown 
in Table 1, when entering the channel attention network first 
and then entering the spatial attention network, the correla-
tion information between features can be fully utilised to 
achieve better feature detection results.

In addition, we performed statistics analysis and compari-
sons of the number and distribution of anchor boxes gener-
ated by the CRM with different threshold intervals during 
training. Here, [a, b) represents the threshold between a and 
b. The specific data are shown in Fig. 7.

As shown in Fig. 7, a total of 16,351 positive samples 
were generated when only using Resnet50 [33], which is a 
small number of samples. When using the proposed MSCM-
ANet method, the anchor frame can be refined, and more 
positive samples can be generated in each threshold interval 
by the combined effect of multi-scale modules, attention net-
work and pyramid fusion. Compared to the default network, 
the total number of samples increased to 50,377 positive 
samples, which verifies the effectiveness of the proposed 
method.

4.5  Experimental results and analysis

In this section, we verify the effectiveness of the proposed 
MSCM-ANet method experimentally and compare it to the 
current advanced detection methods. All experiments were 
performed using the CityPersons [6] validation set and the 
Caltech [7] test set.

Figure 8 is a feature map extracted from different layers of 
a picture in the CityPersons validation set using the MSCM-
ANet method. For simplicity, we only extract a feature map 
from the first channel in each network layer. The feature 
maps are extracted from the shallow network to the deeper 
network, i.e. from left to right and top to bottom.

It is evident from Fig. 8 that the extracted shallow features 
cover the location information of pedestrians and objects in 
the picture. When the deepest point of the multilayer net-
work layer is reached, the extracted deep features contain 
the image’s semantic information. The proposed network 
enriches the content of feature maps by combining multi-
scale feature information and a fusion mechanism, which is 
conducive to prediction.

The experimental results for the CityPersons [6] valida-
tion set are shown in Table 2.

According to the experimental results in Table 2, with-
out the MSCM-ANet method, the MR−2 value with the 

Table 1  Results of ablation experiment

Backbone Method MR
−2

Resnet-50 + MSCM Without attention 13.07
Channel attention 12.36
Spatial attention 12.50
Channel attention first and 

spatial attention
11.95

Spatial attention first and 
channel attention

12.17

Fig.7  Comparison of anchor boxes with and without proposed 
MSCM-ANet. Green blocks are the number of anchor boxes using the 
default network. Red blocks are the number of defined anchor boxes 
using MSCM-ANet. The threshold range was between 0.5 and 1
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Resnet-50 [33] network was 16.01 with the CityPersons 
benchmark. When the MSCM-ANet method is used, 
MR−2 is 11.95, which proves that the proposed method 
is effective.

The result for the proposed method and existing main-
stream methods on the CityPersons [6] validation dataset 
are listed in Table 3. We choose FRCNN [10] (the early 
classic pedestrian detection method), RepLoss [23] (the 
typical pedestrian detection method for pedestrian occlu-
sion), CSANet [39] (the pedestrian detection method 
based on key points), and PedJointNet [37], AMS-Net 
[38], DDFE [5], TLL + MRF [40], ALFNet [35] (the 

high-performance pedestrian detection method in recent 
years) to compare with the method we designed. During 
testing, the detection method usually up-samples the image 
to achieve good detection accuracy. However, to maintain 
the detection speed of the pedestrian algorithm, we choose 
to test using the original image. In the table, the reasonable 
column represents the detection value in an ideal state, and 
heavy, partial and bare represent three different degrees 
of occlusion. Test time is the time required to test each 
picture.

As can be seen from Table 3, MSCM-ANet achieved con-
siderable results on the CityPersons dataset. Under reason-
able conditions, the proposed method achieved a value of 
11.95, which is slightly lower than the value achieved by 
CSANet, the suboptimal method. However, when compar-
ing pedestrian occlusion levels, the proposed algorithm has 
obvious advantages under heavy and partial occlusion condi-
tions. With heavy occlusion, our algorithm achieved a value 
of 50.1, which is lower than both CSANet (51.3) and the 
suboptimal DDFE method (50.5). With partial occlusion, the 

Fig. 8  Extracted features from MSCM-ANet

Table 2  Comparison of whether the backbone uses the MSCM-ANet

Backbone Multi-scale convolution 
module-attention

MR
−2

IoU = 0.5 IoU = 0.75

Resnet-50 16.01 48.94
Resnet-50 11.95 38.04

Table 3  Comparison of the 
performance between MSCM-
ANet and other mainstream 
methods on CityPersons

The best result is shown in bold

Method Backbone Reasonable Heavy Partial Bare Parameters (MB) Test 
time (s/
img)

FRCNN [10] VGG-16 15.4 – – – – –
FRCNN + Seg [10] VGG-16 14.8 – – – – –
RepLoss [23] ResNet-50 14.6 60.6 18.6 7.9 188.5 0.35
PedJointNet [37] ResNet-50 13.5 52.1 – – – –
AMS-Net [38] ResNet-50 13.9 – – – – –
CSANet [39] ResNet-50 12.0 51.3 11.9 – – –
DDFE [5] ResNet-50 12.9 50.5 12.1 8.2 168.8 0.22
TLL + MRF [40] ResNet-50 14.4 52.0 15.9 9.2 230.5 0.41
ALFNet [35] ResNet-50 13.1 51.9 11.4 8.4 191.1 0.27
MSCM-ANet ResNet-50 11.95 50.1 11.1 7.9 154.1 0.15
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proposed algorithm achieved a value of 11.1, which is 0.8 
lower than CSANet. The proposed method is able to achieve 
these results because it extracts feature information at dif-
ferent scales, mines the correlation between features, and 
pays more attention to required features. Consequently, the 
proposed algorithm can achieve better detection result even 
when it is not designed for pedestrian occlusion problems. 
Under bare conditions, the proposed algorithm achieved a 
value of 7.9, which is equivalent to the results obtained by 
RepLoss result, a localisation technique that is designed for 
pedestrian occlusion. In addition, the method proposed in 
this paper is based on one-stage framework that performs 
classification and regression on the feature map directly dur-
ing detection. In addition, we also use multi-scale convolu-
tion modules to reduce the number of parameters, which 
effectively reduces test time. The test time for the proposed 
method was 0.15 s/img, and the weight parameters of model 
were as low as 154. 1 MB (Table 3).

To verify the generalisation of our algorithm network, we 
conducted experiments on Caltech dataset. Here, we used 
the same network configuration and compared the proposed 

algorithm to various mainstream algorithms, such as Deep-
Parts [41] (the early application of deep learning pedestrian 
detection algorithm), FasterRCN + ATT [10], RPN + BF [3], 
MSCNN [21], FDNN [43] (the early recognised pedestrian 
detection method), RTPD [42], TLL-TFA [40] and DM-
PPP [44] (the pedestrian detection method with good per-
formance in the near future). Figure 9 shows the L-AMR vs. 
FPPI plot of the state-of-the-art methods under four different 
evaluation settings on Caltech test set.

As can be seen from Fig. 9, the proposed method achieves 
a MR−2 value of 7.10 under reasonable evaluation settings 
on Caltech test sets, which is 0.18 lower than the suboptimal 
result. Under no occlusion and partial occlusion, evaluation 
settings, MSCM-ANet gets the lowest MR−2 values which 
are 5.82 and 11.25. Under the evaluation setting of heavy 
occlusion, our method achieves suboptimal result which 
MR−2 value is 30.05 slightly higher than the best results 
(28.66 TTL-TFA). Based on the experimental performance 
on two different datasets, it can be said that the MSCM-
ANet has certain advantages. Table 4 shows the comparison 
results of different methods on the Caltech test subset.

Fig. 9  L-AMR vs. FPPI plot of the state-of-the-art methods and the proposed MSCM-ANet under four different evaluation settings on Caltech 
test sets. a–d "Reasonable", "no occlusion", "partial occlusion", and "heavy occlusion" evaluation settings respectively
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From Table 4, MSCM-ANet achieves the fewer amount 
of parameters, the faster test speed, and the lower value than 
other methods we listed on Caltech. And it is worth men-
tioning that our method achieves detect speed of 16.67 FPS.

Figure 10 is a partial display of the detection results using 
the CityPersons dataset. Here, the display includes various 
situations, such as pedestrian occlusion, multi-pedestrian 
detection, detection under different lighting conditions, 

detection of highly similar objects, for example, star posters 
in the figure.

From the point of view of detection effect, the proposed 
method rarely returns false or missed detections and can 
more accurately mark pedestrians in the picture. The quan-
titative and qualitative experimental results demonstrate that 
the proposed MSCM-ANet achieves satisfactory results for 
both performance and speed.

5  Conclusions

In this paper, we have proposed a one-stage convolutional 
neural network pedestrian detection method based on a 
multi-scale attention mechanism, which we referred to as 
MSCM-ANet. By fully mining multi-scale feature informa-
tion combined with the one-stage detection framework, the 
proposed method aimed to improve the imbalance problem 
of detection accuracy and speed in pedestrian detection. We 
identified the limitations of existing methods and conducted 

Table 4  Comparisons of the performance among the state-of-the-art 
methods on Caltech test subset

The best result is shown in bold

Method Parameters (MB) Test time (s/
img)

Reasonable

RPN + BF [3] – 0.50 9.58
FDNN [43] – 0.16 8.60
TLL-TFA [40] 218.5 0.25 7.40
RTPD [42] 160.5 0.13 8.90
MSCM-ANet 154.1 0.06 7.10

Fig. 10  Detection examples in different environments using MSCM-ANet
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experiments to prove the feasibility and effectiveness of the 
proposed method.

With the MSCM-ANet method, we first extract input fea-
tures at multiple scales, and then add an attention mechanism 
network at each scale to mine important feature information 
that is beneficial for pedestrian detection. Second, multi-
scale features are fused through the pyramid mechanism and 
sent to the CRM predictor to obtain more positive samples. 
The proposed method achieved satisfactory results on the 
CityPersons and Caltech datasets. Experimental results dem-
onstrated that better feature location and classification can be 
obtained through the proposed MSCM-ANet method while 
maintaining acceptable detection speed.

Multi-scale feature extraction has always been of interest 
to us. In future, we will focus on the feature up-sampling 
operation. We believe that feature up-sampling can be fur-
ther optimised and given new weight to improve the perfor-
mance of pedestrian detection algorithms.
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