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Abstract
This article aims to improve the accuracy of real-time image recognition in the context of the Internet of Things (IoT), reduce 
the core network pressure of the IoT and the proportion of IoT broadband, and meet people’s demand for internet image 
transmission. An intelligent image fusion system based on mobile edge computing (MEC) and deep learning is proposed, 
which can extract the features of images and optimize the sum of intra-class distance and inter-class distance relying on the 
hierarchical mode of deep learning, and realize distributed computing with the edge server and base station. Through com-
parison with other algorithms and strategies on the text and character data sets, the effectiveness of the constructed system is 
verified in the performance of the algorithm and the IoT. The results reveal that the application of the unsupervised learning 
hierarchical discriminant analysis (HDA) has better accuracy and recall in various databases compared with conventional 
image recognition algorithms. When the sum intra-class and inter-class distance K is 2, the accuracy of the algorithm can 
be as high as 98%. The combination of MEC and layered algorithms effectively reduces the pressures of core network and 
shortens the response time, greatly reduces the broadband occupancy ratio. The performance of IoT is increased by 37.03% 
compared with the general extraction and common cloud computing. Image recognition based on the MEC architecture can 
reduce the amount of network transmission and reduce the response time under the premise of ensuring the recognition rate, 
which can provide a theoretical basis for the research and application of user image recognition under the IoT.

Keywords Internet of things · Mobile edge computing · Deep learning · Image recognition · Feature extraction · 
Hierarchical discriminant analysis

1 Introduction

Economy develops rapidly these years in China, so smart 
city, smart network, smart shopping, and other methods have 
emerged, and the construction of smart network is insepa-
rable from IoT [1]. IoT utilizes key devices such as sensors 
and base stations to share data through the internet, form a 
unified whole of all things, and achieve rapid information 
transmission [2]. Different types of IoT devices rely on mul-
tiple communication networks to build a complex network 
system with all things connected around the world, serving 
scenarios such as smart city, health care, and smart home 
[3]. Smart devices will continuously generate much data in 
real time. IoT applications need to process continuous data 
streams generated by batch devices, filter and pre-process 
the data, and obtain information from the data to respond 
after further logic analysis [4]. This means that IoT data 
need a faster processing method [5]. However, due to the 
rapid increase of users and the continuous access of devices, 
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IoT at this stage has caused large calculation delays. Second, 
the network has low reliability and is vulnerable to network 
attacks [6]. Thus, edge computing is proposed and applied 
to solve these problems of IoT [7]. The edge computing has 
a powerful interconnected edge computing platform with 
optimal network security functions and the highest secu-
rity level. This strategy can realize network edge operations 
on nearby distributed servers based on the actual situation 
of network distribution, build a fused network system, and 
achieve some core network functions such as computing, 
storage, application, and transmission [8]. Therefore, analys-
ing and improving the efficiency of IoT data processing and 
reducing network delay from the perspective of MEC are 
crucial to the construction of a smart network city.

As an important task in the development of the times, 
image recognition has been extensively used in airports, 
mobile payments, security inspections, and law enforcement. 
At present, the use of MEC can satisfy the smart environ-
mental protection, smart detection, and smart security [9]. 
However, the usage scenarios have become more and more 
complex with the continuous deepening of IoT technology, 
and the internet also faces increasingly greater challenges 
[10]. The traditional cloud computing is to directly upload 
images to the data centre for recognition, and remotely pro-
vide computing and storage functions. However, the distance 
among users in the cloud data centre is long, which will 
cause a long transmission delay and cannot satisfy users for 
image recognition. The real-time response to the demand 
brings huge pressure and leads to network congestion [11]. 
Image feature extraction is the most critical point for the 
image cognition. Yang et al. took the local binary feature 
extraction through rotation invariance based on the multi-
channel convolution neural network (CNN), and the accu-
racy of which was higher by 1 time than the conventional 
binary extraction [12]. Ren et al. proposed a new method for 
deep learning image recognition with the latent features, the 
orthogonal matrix was adopted to preserve the data features 
of the original image, discriminated by the loss objective 
function; and the results showed that the method has good 
effectiveness and robustness [13]; Guo et al. proposed an 
efficient method of spectral space deep feature extraction 
and classification based on deep learning; it could make full 
use of the multi-scale spatial features obtained by the guided 
filter to improve the classification accuracy of the spatial 
image [14]. Based on the above researches, it is found that 
more and more scholars are beginning to apply deep learn-
ing technology for image feature extraction. Therefore, this 
article aims to combine deep learning and MEC method 
to improve image processing performance of IoT, reduce 
network delay of IoT, and truly meet user and construction 
needs.

An optimized and improved deep layered discriminant 
analysis algorithm is proposed in this study based on the 

analysis of the classic feature extraction algorithm, which 
is the innovation of this study. It effectively integrates the 
deep learning algorithm with the layered discriminant algo-
rithm, and achieves the intelligent real-time image detection 
through the MEC. The main contribution of this study is to 
adopt the hierarchical deep learning method to effectively 
and real-time extract the features of the image by optimiz-
ing the distance between adjacent neurons. The distributed 
method of MEC is applied to effectively reduce the trans-
mission of cloud servers and increase the accuracy of image 
recognition. This study can provide a theoretical basis for 
improving the performance of the Internet of Things. To 
achieve the above solution, the objective and significance of 
this study are introduced in the first part. In the second part, 
the differences between the traditional IoT computing archi-
tecture and the MEC architecture are compared and ana-
lysed, and the shortcomings of the current IoT architecture 
are pointed out. Then the principle of deep learning HDA 
is proposed, based on which a real-time image recognition 
system is constructed under the MEC and deep learning. In 
the third part, the effectiveness of the algorithms proposed in 
this study is verified through model performance, parameter 
optimization, and IoT performance. Analysis is development 
based on the above results in the fourth section, and the main 
conclusions of this study are drawn in the fifth part.

2  Methodology

2.1  Computing framework of conventional IoT 
and mobile edge computing

The conventional IoT computing model is shown in Fig. 1. 
The user uploads the data directly to the base station, 

Fig. 1  Computing framework of conventional IoT
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imports it into the cloud data centre for recognition, provides 
computing and storage functions remotely, and transmits the 
data back finally. However, the distance between the cloud 
data centre and user is too long, resulting in a long trans-
mission delay. Thus, it cannot meet the user’s requirement 
of real-time response for image recognition. What’s more 
important that uploading the image recognition task to the 
core network will put tremendous pressure on broadband and 
cause network congestion.

MEC mainly solves the transmission delay of conven-
tional mobile cloud computing. MEC uses edge servers near 
the data sources to provide computing and storage resources 
for applications, and processes the edge big data in a distrib-
uted manner. MEC is more suitable for real-time data anal-
ysis and intelligent processing, and is more effective than 
conventional IoT computing models. The MEC framework 
includes three parts: user, edge server, and cloud server. The 
specific structure of MEC is shown in Fig. 2.

2.2  Hierarchical discriminant analysis

HDA first constructs two adjacency graphs, and then mini-
mizes the sum of intra-class distances, and then maximizes 
the sum of inter-class distance. The sum of intra-class dis-
tances and the sum of inter-class distances are hierarchically 
optimized, so the results of the optimization process will not 
be biased towards any side. Therefore, the sample points of 
the same class are compact, while the sample points of dif-
ferent classes are separated in the projection space. The spe-
cific calculation equation is as follows: for the sample Xi, it 
is assumed that its k same and different classes of adjacency 
sets are P+

k
(Xj) and P−

k
(Xj) , respectively, then the neighbour-

ing matrix FW
ij

 can be expressed as below:

The inter-class neighbouring matrix FB
ij
 can be expressed 

as below:

The sum of intra-class distances after projection �(P1) can 
be expressed as Eq. (3):

In the above equation, DW represents a diagonal matrix, 
FW represents elements on the diagonal, T represents the 
number of feature points in all images, and P1 is the number 
of feature points in the first image. First, the sum of intra-
class distances is optimized so that samples of the same class 
can be gathered together in the projection space. That is to 
say, the smaller the distance among samples of the same 
class, the better. Therefore, the sum of distances among 
samples of the same class is minimized, and the objective 
function can be expressed as below:

The sum of inter-class distances after projection �(P) can 
be calculated with Eq. (5):

In the above equation, DB represents a diagonal matrix 
and FB represents an element on the diagonal. The second 
step is to optimize the sum of inter-class distances. In the 
projection space, the larger the distance among sample 
points of different classes, the better. Therefore, when opti-
mizing the sum of inter-class distances, it has to be mini-
mized. Its objective equation is given as below:

s.t. indicates that the equation meets a certain condition, 
and I is the feature extraction calculation breakpoint. After 
minimizing the sum of the distances among samples of 
the same class, the data set has already undergone feature 
extraction for once. Therefore, after the first step of feature 
extraction, the extracted feature extraction point �(P) can 
be expressed as below:

FW
ij

=

{
+1, Xi ∈ P+

k
(Xj) orXj ∈ P+

k
(Xi)

0 Otherwise
.

FB
ij
=

{
+1, Xi ∈ P−

k
(Xj) orXj ∈ P−

k
(Xi)

0 Otherwise
.

�(P1) =
∑

Xi∈P
+

k
(Xj)

∑

Xj∈P
+

k
(Xi)

‖‖
‖
PT
1
Xi − PT

1
Xj
‖‖
‖
Fw
ij
= 2PT

1
X(DW − FW)XTP1.

{
min �(P1)

s.t. PT
1
P1 = I

.

�(P) =
∑

Xi∈P
+

k
(Xj)

∑

Xj∈P
+

k
(Xi)

‖‖
‖
PT
1
Xi − PT

1
Xj
‖‖
‖

2

= 2PTX(DB − FB)XTP.

{
max �(P1)

s.t. PT
1
P1 = I

,

Fig. 2  Framework of mobile edge computing
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In the above equation, Xnew is the image extraction point 
of the next layer, M is the characteristic constant, and tr 
represents the matrix calculation.

2.3  Construction of real‑time image recognition 
system based on mobile edge computing 
and deep learning

In Fig. 3, the constructed real-time network recognition sys-
tem based on MEC and deep learning is mainly composed 
of five parts: data input, feature extraction, data comparison, 
edge computing, and data collection, which constitute the 
real-time image processing IoT. In the feature extraction, the 
proposed HDA algorithm firstly minimizes the sum of intra-
class distances, and then maximizes the sum of inter-class 
distances. Since the sum of intra-class distances and inter-
class distances is optimized hierarchically, such calculation 
method is not biased to either side. Thus, the algorithm has a 
smaller load and runs faster in the projection space. In terms 
of edge computing, the layered image recognition edge com-
puting method proposed in this article is more suitable for 
real-time data analysis and processing, and is more secure 
and effective than the conventional cloud computing meth-
ods. This method can solve the low efficiency of IoT data 
processing and reduce network delay.

The deep learning of this article refers to the convolu-
tional neural network (CNN), which generates a hierarchi-
cal structure containing several levels by continuous convo-
lution and down-sampling operations on the input image. 
CNN first transmits the sample information through forward 
propagation layer by layer to obtain the sample predicted 
value, and then transmits the error between the predicted 
value and the true value layer by layer to each layer using 
the back propagation (BP) algorithm. Finally, the partial 
derivative of the error cost function to the parameters of each 
layer is calculated, and the weight of each layer is adjusted 
and updated using the stochastic gradient descent method. 

�(P) = 2tr{PTXnewMXT
new

P}.

The network output can be more accurate by modifying the 
weight of each layer.

It is a network structure containing multiple levels, each 
level contains a large number of feature maps, and each fea-
ture map has many independent neurons. The CNN model 
for building a hierarchical structure is to adjust the original 
image to a 224 × 224 3-channel red, green, and blue (RGB) 
image as the input of the model, and then the input image is 
processed layer by layer to extract the depth semantic infor-
mation of the image. 64 convolution kernels with a size of 
11 × 11 are selected, and the traversal step size is set to 4. 
A convolution operation is performed on an input image of 
224 × 224 × 3 to obtain a feature map on the convolution 
output layer. The subsequent operations are as above, and the 
output results can be obtained by convolution layer by layer.

2.4  Source and training of data set

Data set source: the most important thing for image recog-
nition in daily life is character feature recognition and text 
feature recognition. To verify the effectiveness of the algo-
rithm proposed in this article, 7 different public data sets are 
adopted, including Yale face database (Yale), University of 
Manchester Institute of Science and Technology (UMIST), 
Olivetti research lab (ORL), and extended Yale face database 
B (YaleB) for character feature recognition, and ISOLET, 
BinAlpha, and USPS for text feature recognition.

As shown in Table 1, in the data sets for character recog-
nition feature, Yale contains 165 different personal images 
processed with different lightings, and their facial expres-
sions are different; UMIST is composed of 564 images of 20 
people, focusing on different races, genders, and appearance 
characteristics; ORL focuses on different facial expressions 
without light; YaleB focuses on different postures and 64 
lighting conditions. In the data sets of text recognition, the 
ISOLET contains 1560 common spoken letter images, and 
the BinAlpha collects different handwriting methods, includ-
ing 1404 different styles. The USPS is similar to BinAlpha, 

Fig. 3  Construction of real-time image recognition system based on 
MEC and deep learning

Table 1  Samples and classification numbers of different data sets

Classification of 
data set

Algorithm Number 
of sam-
ples

Category Dimension

Character recogni-
tion

Yale 165 15 1024
UMIST 574 20 1024
ORL 400 40 1024
YaleB 2414 38 1024

Text recognition ISOLET 1560 26 617
BinAlpha 1404 36 320
USPS 9298 10 256
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but the data involves more handwriting samples, including 
9298 types. Figure 4 shows partial sample data.

Data set training: all data sets are converted to the same 
resolution to ensure the consistency of input parameters, and 
then the data is reduced to 100 dimensions with principal 
component analysis (PCA) so that it can effectively remove 
the noise of data and reduce the complexity of system opera-
tion. Among them, 80% is used as the training data set, and 
the other 20% is undertaken as the test data set.

2.5  Indicators for system performance analysis

Recognition performance analysis: the commonly used fea-
ture extraction algorithm is selected for comparison, and 
Luma-dependent nonlinear enhancement (LDNE), modified 
firefly algorithm (MFA), directed acyclic graph-deoxyribo-
nucleic acid (DAG-DNA), 1 high alcohol-drinking (HDA-1), 
2 high-alcohol-drinking (HDA-2), fully-reuse convolutional 
neural network (FRCNN) are utilized for analysing the per-
formance of the image recognition system [15]. The analysis 
is based on three dimensions: accuracy, recall, and mean 
average precision (mAP).

Accuracy refers to the proportion of accurately recogniz-
ing the image with the feature extraction algorithm, and it 
can be calculated with below equation:

In the above equation, A is the number of images accu-
rately and correctly recognized by the system with the fea-
ture extraction algorithm, and B is the number of images 
accurately and incorrectly recognized by the system with the 
feature extraction algorithm. The range of accuracy is [0, 1]. 
The larger the value, the higher the accuracy of the model.

For a given data set, recall refers to the ratio of the number 
of correctly classified samples in the correctly recognized 

(8)Accuracy =
A

A + B
.

samples to the total number of samples. The calculation 
equation is as follows:

In the above equation, C is the number of images accu-
rately recognized and classified with the feature extraction 
algorithm, and B refers to the number of images inaccu-
rately recognized and classified with the feature extraction 
algorithm. The range of the recall is [0, 1]. The larger the 
value, the more correctly recognized and classified samples 
of the model.

The mAP is to solve the single-point limitation of accu-
racy and recall. For individual cases, each category can 
obtain an average precision (AP) through the area under 
receiver operating characteristic (ROC), and the average AP 
is called the mAP, which can be calculated with the below 
equation:

In the above Eq. (10), AP refers to the calculated area size 
after drawing the ROC curve according to any category in 
the target recognition task, Q is the number of all samples, 
and q is the sample value.

IoT performance analysis: it mainly analyses the response 
time and occupancy rate of broadband. Among them, the 
broadband response time mainly analyses mobile internet 
long term evolution (LTE) and wireless fidelity (WIFI). For 
the performance analysis of IoT, the analysis results obtained 
based on the MEC strategy are compared with the results not 
using the MEC. The general image feature extraction and 
HDA are adopted for feature extraction of images.

3  Results and discussion

3.1  Comparison on performance of image 
recognition system based on MEC and deep 
learning

First of all, the algorithm proposed in this study is compared 
with the commonly used image recognition algorithms and 
is further on different data sets to verify the effectiveness of 
proposed mobile edge computing and deep learning image 
recognition. The accuracy, recall, and mAP of the model are 
analysed from two perspectives: character feature extraction 
and text feature extraction. Figure 5a–d shows the compari-
son results on the accuracies of algorithms under different 
character feature recognition data sets. The figures show 
that the accuracies of the algorithms continuously increase 
with the increasing number of projections. Among them, the 

(9)Recall =
C

C + D
.

(10)mAP =

∑Q

q=1
AP

Q
.

Fig. 4  Partial face and text sample data
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overall accuracy of the Yale is up to 78%, and the accuracy 
of other character feature recognition data sets can reach 
about 90%. The performance of HDA-1 on different data 
sets is higher, up to 94%, than other image feature extrac-
tion algorithms. The accuracy of FRCNN algorithm under 
the supervised learning also reaches 91% when the projec-
tion parameter is higher than 30. The accuracy of MFA 
on the UMIST, ORL, and Yale continues to decline with 
the increase of projection vector. LDNE has the worst per-
formance in the Yale, because the data set involves more 
character expressions. The above results reveal that all algo-
rithms have good recognition effect for different lighting 
conditions, character characteristics, and character postures, 
but have poor recognition effect for human expressions. The 

HDA-1 under unsupervised learning has the best perfor-
mance, and the image recognition accuracy basically main-
tained at 92% on different data sets.

Figure 5e–g shows the comparison results on accuracies 
of algorithms under different text feature recognition data 
sets. The figures disclose that the accuracies of the algo-
rithms continuously increase with the increasing number of 
projections, which is similar to the case in character feature 
recognition data sets. Differences in different data sets are 
large. The accuracy in the BinAlpha when the projection 
vector is 30 maintains at a certain level; and the accuracy 
in the USPS is maintained at a certain level when the pro-
jection vector is 20. The accuracy of text recognition is 
relatively lower than that of the character feature recogni-
tion. Among them, the performance of HDA-1 algorithm 
on different data sets is higher, up to 79%. The accuracy of 
FRCNN algorithm under supervised learning is basically 
inferior to the accuracy of unsupervised learning. The LDNE 
has the worst performance in the ISOLET. The above results 
suggest that all algorithms have poor recognition of original 
text and handwriting. Among them, HDA-1 under unsuper-
vised learning has the best performance, and the accuracy 
of image recognition is basically maintained at 70% on dif-
ferent data sets.

Figure 6a–d shows comparison results in recall of dif-
ferent algorithms under different character recognition data 
sets. The results are similar to accuracy. The recall in the 
Yale data set fluctuates greatly, and recalls of all algorithms 
reach stable values when the projection vector is 40. The 
unsupervised learning method is obviously better than the 
supervised learning FRCNN. HDA-1 has the best perfor-
mance, with a maximum recall rate of 97%. LDNE has the 
worst performance in the unsupervised because the algo-
rithm is assigned with the initial weight so that the system 
runs slower and the load is heavier, thereby lowering the 
overall image recognition rate. The above results suggest 
that it is advisable to extract features from the image by opti-
mizing the sum of the intra-class and inter-class distances.

Figure 6e–g shows the comparison results in recall of 
various algorithms under different text feature recognition 
data sets. The results are similar to those of the accuracy, and 
the recall fluctuates greatly on each data set. Compared with 
the supervised learning method, the unsupervised learning 
method has better performance. HDA-1 has the best per-
formance, and the recall rate is maintained at an average 
of 60%. Among them, LDNE in unsupervised learning has 
improved performance compared with character recogni-
tion. It may because the image recognition of text converts 
more text into numbers, the way to assign weights is bet-
ter. HDA-1 with the optimized sum of intra-class and inter-
class distances has better performance than the algorithm 
without optimization. The above results indicate that the 
optimized sum of intra-class and inter-class distances can 

Fig. 5  Comparison of accuracies of various algorithms in different 
character feature recognition data sets
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significantly improve the correct classification ability of 
image recognition.

Figure 7a–d illustrates the comparison result in mAP of 
various algorithms under different character recognition data 
sets. Being similar to the accuracy results, the Yale data 
set has large fluctuations and unsupervised learning method 
is better than the supervised learning FRCNN. HDA-1 has 
the best performance, and the mAP is maintained at 85%. 
The performance is greatly improved by 15.3% than HDA-
2, 12.4% than LDE, and 8.9% than DAG-DNA. The above 
results also further prove the effectiveness of proposed HDA 
in the recognition and classification of character images.

Figure 7e–g illustrates the comparison results in mAP 
of the algorithms under different text feature recognition 
data sets. Being similar to the accuracy, the mAP on dif-
ferent data sets fluctuates greatly. Although the unsuper-
vised learning method is better than the supervised learning 
FRCNN, its performance in the character feature recognition 
is improved. The best performance is realized in the HDA-
1. The Map is maintained at around 75%. The performance 
is greatly improved by 5.4% than HDA-2, 7.8% higher than 
LDE, and 2.6% higher than DAG-DNE. The above results 
further prove the effectiveness of the proposed HDA algo-
rithm in the image recognition and classification of text.

Fig. 6  Comparison on recall of various algorithms under different 
character and text feature recognition data sets

Fig. 7  Comparison on mAP of various algorithms under different 
character and text feature recognition data sets
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3.2  Determination of optimal parameters 
for the image recognition system based on MEC 
and deep learning

Next, the parameters of the model affect the accuracy of the 
image recognition effect of the model under different data sets 
in the model. Therefore, four algorithms with better perfor-
mance are selected and the differences in model performance 
at different adjacent distances are analysed. The specific 
results are shown in Fig. 8. The optimal parameter determina-
tion results of different algorithms under different data sets 
are given in Fig. 8. If the distance parameter K of two adja-
cent feature extraction points changes, and the difference in 
accuracies of various algorithms under different data sets is 
more obvious. Performance of the weak supervised learning 
method without distance optimization is much different from 
that with distance optimization, so FRCNN and HDA-2 are 
deleted. When the distance between the two feature extrac-
tion points becomes long, accuracy of the algorithm will first 
increase and then decrease. Under the character recognition 
data set Yale and ORL, LDNE has the lowest accuracy, which 
is maintained at an average of 65%; and the HDA-1 algorithm 
has the highest accuracy rate. The difference is even greater 
when K = 1, and the highest accuracy can reach 98.25%. In the 
text feature recognition data set BinAipha and USPS, LDNE 
has the lowest accuracy, maintaining an average of 55%; and 
HDA-1 has the highest accuracy. When K = 1, the accuracy is 
maintained at 62%, and the difference is relatively significant. 
The above results show that when the distance parameter K of 
two adjacent feature extraction points is 2, HDA-1 of the per-
formance has a better performance, and the highest accuracy 
rate can be 98.25%.

3.3  Analysis of IoT performance of image 
recognition system based on MEC and deep 
learning

Finally, the above algorithm is applied to the actual IoT sys-
tem. The performance differences of proposed HAD, the 

general feature extraction algorithm in the MEC, and the 
general feature extraction algorithm in the mobile cloud 
computing are analysed from the perspective of broadband 
and unlimited network response time. The response time of 
each framework under LTE and WIFI is given in Fig. 9. It 
reveals that the response time of different images under dif-
ferent system frameworks varies greatly. The response time 
of the WIFI and LTE is different from each other greatly by 
twice. The response time of WIFI is less than 1000 ms, and 
the recognition response time of LTE is 2000 ms. Based 
on comparison results of different IoT strategies, it can be 
known in Image 5 of the LTE that the average response time 
of the strategy not using MEC but using the general image 
feature extraction method is 2700 ms, which is different 
by 35.18% with the strategy using the MEC and the gen-
eral image feature extraction method and by 37.03% with 
the strategy using the MEC and the HDA image feature 
extraction method. In Image 5 under the WIFI, the aver-
age response time of the strategy not using MEC but using 
the general image feature extraction is 720 ms, which is 
different by 29.16% with the strategy using MEC and the 
general image feature extraction and by 30.55% with the 
strategy using the MEC and the HDA image feature extrac-
tion method. The above results reveal that the strategy using 
MEC and HDA need less time on network performance of 
the IoT.

The broadband occupancy ratios under different IoT solu-
tion frameworks are given in Fig. 10 below. It indicates that 
the amount of data transmitted using the HDA is smaller 
because HDA requires less feature information under the 
same recognition rate, the overall occupation of broadband 
is relatively small. Thus, the calculation is reduced, the pro-
cessing time is shorter, and the bandwidth occupancy is less. 
The application of MEC in image recognition can effectively 
reduce the transmission traffic uploaded to the core network, 
thus greatly reducing the bandwidth occupancy of the core 

Fig. 8  Optimal parameter determinations of various algorithms under 
different data sets

Fig. 9  Response time of various frameworks under the LTE and 
WIFI. Note: the algorithm not using MEC but using the general 
image feature extraction is called A1, the algorithm not using MEC 
but using the HDA image feature extraction method is called A2, the 
algorithm using the MEC and the general image feature extraction 
is called A3, and the algorithm using MEC and HDA image feature 
extraction method is called A4
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network. The above results all suggest that the MEC and 
HDA can occupy less bandwidth and have larger outputs in 
the IoT network performance.

4  Discussion

Firstly, images are performed with feature extraction by 
using various algorithms, including LDNE, MFA, DAG-
DNA, HDA-1, HDA-2, and FRCNN. Of which, the accu-
racy, recall, and mAP of the MFA are weaker than those of 
HDA-1 (Figs. 5, 6, 7) in the recognition of text and character 
features. The reason may be that MFA is designed with two 
graphs to find the projection matrix, which represents the 
density of the image and the dispersion degree of the image, 
and the algorithm mainly selects the dimension of the sub-
space, so it requires strong empirical assumptions, leading 
to the loss of some important discriminative information 
[16]. Performance of LDNE algorithm is the worst (Figs. 5, 
6, 7). LDNE assigns weights to inter-class and intra-class 
adjacent parts through two adjacent graphs to establish the 
relationship to maintain the balance. Thus, performance is 
naturally worse compared with other algorithms [17]. The 
DAG-DNA algorithm is significantly better than MFA and 
LDNE (Figs. 5, 6, 7). It constructs two adjacent graphs 
and uses the sum of intra-class distances and the sum of 
inter-class distances to process, which greatly improves the 
operating efficiency of algorithm; but such algorithm has 
too large distance in the subspace, resulting in insufficient 
optimization [18]. On the basis of the DAG-DNA, HDA-2 
removes the sum of the inter-class distances, leading to a 
significant reduction in the performance of the algorithm 
(Figs. 5, 6, 7), which is consistent with reports in related 
literature [19]. The proposed HDA algorithm first minimizes 
the sum of intra-class distances, and then maximizes the sum 
of inter-class distances. The sums of intra-class distances 

and inter-class distances are optimized in hierarchically, it 
is not biased to either party, so it has the best performance 
in the projection space, which is consistent with previous 
reports [20].

Second, the MEC is adopted to reduce the pressure of 
core network and shorten the response time, which has been 
shown in results under this article (Figs. 9, 10). The conven-
tional cloud computing mode is to directly upload images to 
the cloud data centre for identification, and provide comput-
ing and storage functions remotely. However, the distance 
between cloud data centre and user is relatively long, result-
ing in longer transmission delay, so it cannot meet the user’s 
real-time response demand for image recognition [21]. More 
importantly, uploading the image recognition task to the core 
network will put tremendous pressure on broadband and 
cause network congestion. The proposed hierarchical image 
recognition increases the way of edge computing, which has 
been proved in many articles [22, 23]. Edge computing is 
more suitable for real-time data analysis and processing, and 
is more secure and effective than the original conventional 
cloud computing [24]. Finally, an image recognition sys-
tem based on MEC and deep learning is formed through the 
fusion of MEC and hierarchical algorithms, which greatly 
improves the overall performance of IoT, has high accuracy, 
can realize real-time image recognition and classification 
quickly and accurately, and achieve the up and down trans-
mission through IoT.

5  Conclusion

Issues in real-time image recognition in the context of IoT 
are analysed. Using the HDA under unsupervised learning, 
the information of image uploaded by user can be extracted 
in the way of hierarchical features, and accuracy of image 
recognition is as high as 98% after optimizing the param-
eters. MEC implements distributed computing through edge 
servers and base stations to improve the performance of tra-
ditional wireless stations, effectively reduce the pressure of 
core network, shorten the response time, and greatly reduce 
the broadband occupancy ratio. Compared with the method 
not using MEC and HDA, the performance is improved by 
37.03%. This research can achieve rapid processing of real-
time images in the context of IoT, and the high accuracy of 
image recognition can provide theoretical ideas for related 
research in this field. However, due to the limited time, this 
article still has many shortcomings: firstly, the adopted 
supervised learning algorithm is still less than the experi-
ment so that the advantages and performance of unsuper-
vised learning can’t be fully utilized; secondly, the current 
image recognition in the MEC environment is a kind of shal-
low learning feature extraction, and deep learning training 
takes longer time and requires larger data. In this article, 
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advantages of deep learning are not utilized fully to further 
improve the accuracy of the algorithm. In future, in-depth 
research can be performed to better apply it in real life and 
truly realize the life of the IoT.
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