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Abstract
Reversible image authentication (RIA) is an emerging research field for image tampering operation detection. Tampered 
regions can be localized precisely by embedding an authentication code (AC) into each divided image block in advance. Once 
the image is identified as an authentic image, the original image can be recovered without any loss. Under these two precon-
ditions, an efficient RIA scheme is proposed to further improve the detection precision of the final authentication results. 
Compared with existing methods, a uniform embedding strategy is adopted in this paper, in which one AC bit is embedded 
into each divided image block to ensure they have the same authentication capability. To improve the forgery localization 
precision, the block size is adaptively sought according to the embedding capacity of the image. In addition, during the 
image authentication process, the embedding parameters and location map information are verified to increase the process’s 
rigorousness. The experimental results demonstrate the superiority of the detection precision of the proposed method.

Keywords Image authentication · Tamper detection · Pixel value ordering · Reversible data hiding

1 Introduction

The development of Internet and cloud computing has 
brought a lot of convenience to our life [1]; however, pri-
vacy-preservation is constantly concerned in the current net-
work environment [2, 3]. Image verification techniques are 
important for many multimedia applications. To identify the 
authentication of an image, there are two primary methods: 

active and passive. In an active method, the authentication 
code (AC) is embedded into the image in advance, and once 
an attacker alters the content of the image, the forgery opera-
tion can be verified by analyzing the extracted AC. This 
type of method is also referred to as a fragile watermarking 
technique [4–6]. The AC generation can apply some percep-
tual and robust image hashing schemes [7–9]. In a passive 
method, ACs are not embedded into host images in advance. 
Instead, forgery traces, such as periodical resampling statis-
tical features [10], noise features [11, 12], computer gener-
ated image features [13], and JPEG blockiness artifacts [14, 
15], can be identified through a statistical analysis on an 
image. This type of method is also referred to as a digital 
image forensic technique. Although passive methods can 
cover more practical circumstances, their detection rates 
are much lower than those of active methods. Therefore, to 
obtain satisfactory verification results, the development of 
active methods is indispensable.

Recently, as an active technique, reversible image authenti-
cation (RIA) has become a point of research interest. An RIA 
technique can be regarded as an advantageous combination 
of reversible data hiding (RDH) and fragile watermarking. 
Unlike ordinary fragile watermarking, however, which cannot 
recover the original image, the host image can be restored with 
RIA without any loss. Furthermore, unlike traditional RDH 
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methods, RIA can precisely authenticate a host image with a 
moderate distortion. Because some ACs must be embedded 
into an image with a reversible manner, existing RIA methods 
have mainly employed RDH strategies. There are multiple 
methods to embed information into a host image as revers-
ible, such as adaptive prediction-error expansion (PEE) [16, 
17], pairwise PEE [18, 19], multiple histogram modification 
PEE [20], histogram shift [21], difference expansion [22, 23], 
and pixel value ordering (PVO) [24]. However, to authenti-
cate each local region of an image, AC embedment should be 
implemented in blocks; therefore, most RIA methods use the 
PVO scheme to embed into each block independently. In 2014, 
Lo and Hu [25] proposed the first RIA method to embed ACs 
into each block with identical bits, in which an AC is randomly 
generated by a pseudo-random number generation algorithm. 
Unlike most PVO-based RIA methods, in 2016, Nguyen et al. 
[26] proposed an RIA method using an adaptive PEE strat-
egy. Optimal blocks were sought through a local complex-
ity analysis. Motivated by [27], Yin et al. [28] proposed an 
RIA method using a dynamic pixel block partition scheme to 
achieve lower distortion for AC embedding. Recently, Hong 
et al. [29] proposed a novel RIA method using improved 
PVO (IPVO) [30] and least significant bit (LSB) substitution 
techniques. Unlike previous methods, in [29], an AC is also 
embedded into blocks that are not available for reversible data 
embedding. More detailed introductions of [30] and [29] are 
presented in Sects. 2.1 and 2.2, respectively. Recently, Gao 
et al. [31] proposed a blind reversible authentication method 
using PEE and compressed sensing (CS) techniques. The tam-
pered regions can be well restored based on the reconstructed 
DCT coefficients.

In this study, we propose an efficient RIA method using the 
uniform embedding strategy, in which ACs having the same 
amount of information are embedded into each block. This 
operation facilitates evaluating the authentication capability 
of each image. In addition, the optimal block size is sought 
according to the entire embedding capacity, and the block 
size in our method is usually lower than in existing methods, 
thereby resulting in more refined detection results.

The rest of this paper is organized as follows. Section 2 
briefly reviews the related works of our method, including 
IPVO method and Hong et al.’s reversible authentication 
method. Section 3 presents the proposed method from the 
both sides of image embedding and authentication. Section 4 
presents the experimental results, and Sect. 5 concludes this 
paper.

2  Related works

In this section, we briefly review related works by Peng et al. 
[30] and Hong et al. [29], who propose an improved PVO 
method for ordinary reversible data hiding and a state-of-
the-art RIA method, respectively.

2.1  Peng et al.’s IPVO technique

In 2014, Peng et al. introduced an improved PVO method 
by modifying the difference between the highest (or low-
est) and second highest (or second lowest) values. The 
major improvement over the conventional PVO method is 
the consideration of the location of those values. Suppose 
a grayscale image I is size M × N. First, I is divided into 
equal-sized sub-blocks Bi, i = 1, 2, …, NB, where NB is the 
total number of sub-blocks, and the total pixels in each sub-
block is P. Let {B1

i
,B2

i
,… ,BP

i
} be the pixel values in the sub-

block Bi. The pixels are sorted in ascending order and the 
rearranged sequence is denoted as {B�(1)

i
,B

�(2)

i
,… ,B

�(P)

i
} , 

where σ(j) indicates the original location of Bj

i
 and j = 1, 2, 

…, P. As presented in [30], the embedding process can be 
conducted along two directions: maximum and minimum. 
Both directions share similar principles. To embed bits along 
the maximum direction, first, the two highest values, B�(P−1)

i
 

and B�(P)

i
 , are sought and a unique difference metric between 

them is defined as

where u and v indicate lowest and highest values of σ(P − 1) 
and σ(P), respectively. Next, the highest pixel value B�(P)

i
 is 

modified as

where m is the to-be-embedded message bit. Similarly, for 
embedding message bits along the minimum direction, first, 
the difference between the two lowest values, B�(1)

i
 and B�(2)

i
 , 

is determined as

where s and t indicate the lowest and highest values of σ(1) 
and σ(2), respectively. The minimum value, B�(1)

i
 , is then 

extended as

At this point, the message bits have been embedded into 
the cover pixels along both directions. During the message 
extraction and cover pixel recovery, because the numerical 

(1)dmax = Bu
i
− Bv

i
,

(2)B
��(P)

i
=

{
B
�(P)

i
+ m, if dmax = 1 or 0,

B
�(P)

i
+ 1, otherwise,

(3)dmin = Bs
i
− Bt

i
,

(4)B
��(1)

i
=

{
B
�(P)

i
− m, if dmin = 1or 0,

B
�(P)

i
− 1, otherwise.
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order of pixel values in the sorted order is unchanged, the 
values of {σ(1), σ(2), …, σ(P)} remain unchanged as well. 
In addition, the values of u, v, s, and t are consistent with 
their original values appearing in Eqs.  (1) and (3). Let 
{B�1

i
,B�2

i
,… ,B�P

i
} be the pixel values in the marked sub-

block �′
i
 and let {B��(1)

i
,B

��(2)

i
,… ,B

��(P)

i
} be its corresponding 

ascending sorted sequence. The difference between B��(P−1)

i
 

and B��(P)

i
 (or B��(1)

i
 and B��(2)

i
 ) is calculated by

Therefore, if d�
max

= 1 or 0 (or d�
min

= 1 or 0), a bit “0” 
is extracted; if d�

max
= 2 or − 1 (or d�

min
= 2 or − 1), a bit 

“1” is extracted. For other ranges of d′
max

 and d′
min

 , message 
bits are not embedded in advance. After data extraction, the 
original maximum value B�(P)

i
 (or minimum value B�(1)

i
 ) can 

be recovered as

and

It is worth noting that there are many works that promote 
the performance of IPVO, such as [32–36]. However, in our 
method, we merely use IPVO as an example, which can be 
substituted by any PVO-based method.

2.2  Hong et al.’s RIA method

Previous RIA methods [25, 28] mainly embedded ACs 
into blocks that have the reversible capability of embed-
ding data, such as dmax = 1 or 0 in Eq. (2) and dmin = 1 or 
0 in Eq. (4). For other blocks, extra authentication infor-
mation was not embedded; thus, those unembeddable 
blocks (UBs) lack content protection. To overcome this 
deficiency, an improved image authentication method was 
recently proposed by Hong et al. [29] that embeds ACs in 
all blocks, both embeddable blocks (EBs) and UBs. First, 
image I was partitioned into 4 × 4 blocks, then each block 
was further partitioned into four 2 × 2 sub-blocks. For each 
sub-block, the embedding capacity was sought according 
to the IPVO method. Next, the total embedding capacity 
of each 4 × 4 block was determined, and all blocks were 
grouped into categories according to their capacities. Spe-
cifically, blocks with zero-bit capacity were defined as UBs 
and the remaining blocks, with one- to seven-bit capacity, 
were defined as EBs. One AC bit was extracted from the 
content features of each UB using a hash algorithm and 

(5)
{

d�
max

= B�u
i
− B�v

i
,

d�
min

= B�s
i
− B�t

i
.

(6)B
�(P)

i
=

{
B
��(P)

i
, if d�

max
= 1or 0,

B
��(P)

i
− 1, otherwise,

(7)B
�(1)

i
=

{
B
��(1)

i
, if d�

min
= 1 or 0,

B
��(1)

i
+ 1, otherwise.

embedded into the block with a basic LSB replacement 
method. Because the substituted LSB in the original UB 
was irreversible, it had to be transferred as auxiliary infor-
mation (AI) to embed into the EBs. Suppose the capacity 
of the EB is U; to authenticate this block, U − 1 bits hash 
values were extracted from the block features to generate 
the authentication bits, and, meanwhile, to recover each 
UB, one LSB was concatenated with U − 1 authentication 
bits to generate the to-be-embedded U bits, which were 
then embedded into the block using the IPVO method.

In the image authentication phase, the to-be-authenti-
cated image I′ was divided into 4 × 4 blocks, which were 
then further divided into sub-blocks taking the same 
approach as in the embedding phase. The total embedding 
capacity of each block was then determined. If a block 
lacked capacity, the LSB of the first pixel was extracted 
as the AC, and if the block had embedded reversible bits, 
these could be extracted through the inverse IPVO method. 
Finally, all authentication codes were verified with the 
regenerated hash codes. If all codes matched the hash 
codes, the image was identified as authentic; however, if 
there was a discrepancy between codes and hash values, 
the forgery regions could be located through a differen-
tial analysis. If the image was proven to be authentic, to 
recover the host image, the original LSBs from the UBs 
could be extracted from the embedded bits of the EBs.

3  Proposed method

In Hong et al.’s method, we notice that the ACs embedded 
in the UBs and EBs are not balanced. Specifically, for UBs, 
merely one bit can be used for authentication, whereas for 
EBs, U − 1 bits are used. In other words, the verification 
capability of EBs is significantly greater than that of UBs. 
However, it is also worth noting that the local texture com-
plexity of each block is usually inversely proportional to 
its embedding capacity. Paradoxically, in most cases, the 
complex regions with low authentication bit rates are more 
likely to suffer malicious tampering attacks. Therefore, to 
overcome this contradiction, we propose an improved RIA 
method with uniform authentication capabilities, in which 
the same number of authentication bits is embedded into 
each block for consistent content protection.

Similar to all the existing RIA methods, our improved 
method will be introduced in two procedures: (1) authen-
tication code embedding, and (2) image authentication 
and host image recovery. Both procedures are presented 
separately as follows. For the sake of description clarity, 
the adopted notation of symbols in the proposed method 
is summarized in Table 1.
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3.1  Authentication code embedding

To embed authentication codes into images as reversible, 
the procedure consists of three steps: image partition and 
AC embedment for UBs and EBs.

Step 1: Partition image with an appropriate block 
pattern

Unlike [29], in our method, each image is divided into 
blocks using a dynamic partition strategy. The M × N-size 
image I is first divided into non-overlapped, 2 × 2 sub-
blocks. Next, we evaluate the embedding capacity of 
each sub-block using the IPVO method, as introduced in 
Sect. 2.1. According to the properties of IPVO, the prob-
able embedding capacity of each sub-block is zero, one, 
and two bits, and each sub-block is thereby denoted as �0, 
�1, and �2, respectively. For sub-blocks having an under-
flow or overflow, we treat their capacities as zero-bit. Then 
we use the capacity numbers to determine the preliminary 
capacity of the entire image, denoted as C0. Based on C0, 
the number of sub-blocks in one authentication block, 
denoted as N0, can be preliminarily determined by

where NSUB is the total number of divided sub-blocks and 
⌈⋅⌉ denotes the rounded-up operation. In our sample of 1366 
uncompressed color image database (UCID) test images, the 
value of N0 distributes from one to six, as shown in Fig. 1. 
Based on this observation, we design six authentication 

(8)N0 =
NSUB

C0

,

block patterns, as shown in Fig. 2, where (a)–(f) correspond 
to the block patterns with one to six sub-blocks, respectively. 
In some extreme cases, such as when N0 is greater than 6, the 
corresponding authentication block patterns can be designed 
similarly.

However, the sub-block number N0 is not the ultimate divi-
sion number, due to underflows and overflows and AI substi-
tution. In our scheme, the ultimate division number, denoted 
by N∗ , is determined by comparing the preliminary number 
N0 and its verified version N1. Specifically, we first divide the 
image into blocks in accordance with the preliminary pattern, 
and then analyze the characteristics of each block with respect 
to underflows and overflows. Note that for each block, we eval-
uate the capacity of each sub-block and sum them to obtain the 
block’s embedding capacity. Therefore, the possible capacity 
is 0, 1, 2, …, (2 × N0). It should be noted that for each block, if 
one sub-block has an underflow or overflow, the entire block 
is regarded as an issue block and the capacity set at zero. For 
blocks with a flow issue, we record their positions to generate 
an underflow/overflow location map, and compress this map 
using a lossless entropy method, such as arithmetic coding. 
After generating the compressed location map, we substitute 
the blocks with the LSBs of pre-defined first-row blocks. Sup-
pose there are T0 blocks involved in this substitution, and the 
substituted LSBs are denoted as ALM with length LLM. Next, 
we determine the capacity of all blocks except the first-row T0 
blocks and denote it as C1. Then the verified block division 
number N1 can be determined by

(9)N1 =

(
NSUB − N0 × T0

)
(
C1 − LLM

) .

Table 1  Summary of the adopted notations in the proposed method

I/I′ Original host image/embedded image

M/N Number of rows/columns in the host image
�0/�1/�2 2 × 2 sub-blocks with the capacity of 0/1/2 bits
C0 Preliminary sum of capacities of all sub-blocks
N0/N1/N∗ Preliminary/verified/ultimate division number for each 

block
NSUB Total number of divided sub-blocks
T0 Number of blocks involved in the location map substitu-

tion
ALM Substituted LSBs of first-row blocks for saving location 

map
LLM Length of ALM

C1 Sum of capacities of all sub-blocks except for the first T0 
blocks

�̃
i
/�̃�′

i
Divided blocks in the phases of embedding/authentication

B̃
k

i
/B̃′k

i
kth element in �̃

i
/�̃�′

i

�
LSB Substituted LSBs of B̃1

i
 of each UB

LLSB Length of �
LSB

MLM Compressed location map

Fig. 1  Distribution of N0 from UCID images
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Under the circumstance that N1 = N0, N0 is regarded as 
the ultimate verified division number N∗ ; otherwise, N0 will 
increase by one until the re-verified number N1 equals N0, 
and in this case, the increased N0 is regarded as N∗.

Step 2: Embed ACs into UBs
During the AC embedding procedure, the image is 

divided into blocks with the appropriate parameter N∗ . There 
are some blocks with zero-bit capacity, in which each sub-
block is invalid for embedding any information as reversible. 
However, in this study, we aim for each block to have a uni-
form authentication capability, in which each block embeds 
the same amount of AC information. To achieve our goal, 
we first embed ACs into UBs with an irreversible LSB 
replacement, and these replaced LSB values are then saved 
to embed into the UBs as reversible. To embed the ACs into 
the UBs, the maximum and minimum values of each sub-
block in UBs are first extended through IPVO regulation. 
Denote the extended block as �̃i , and its corresponding pix-
els are 

{
B̃
j

i
, j = 1, 2,… , 4 × N∗

}
 . Next, we hash the pixels 

{
B̃2

i
, B̃3

i
,… , B̃4×N∗

i

}
 (i.e., all pixels in the block except B̃1

i
 ) 

using MD5 to generate the 128-bit hash value, then use the 
parity of the number “1” in the hash sequence to indicate the 
AC: one if the number is odd, and zero if it is even. Next, the 
LSB of B̃1

i
 is replaced by the AC through a simple LSB 

replacement. Note that the replaced LSB values should be 

saved to be embedded to maintain the reversibility of the 
method. The saved set of LSBs of B̃1

i
 of all UBs is denoted 

as �LSB =

{
A1

LSB
,A2

LSB
,… ,A

LLSB
LSB

}
 , where LLSB is the length 

of ALSB.
Step 3: Embed ACs and AI into EBs
For EBs, we embed a one-bit AC into the corresponding 

block. However, note that in addition to the AC informa-
tion, there is AI that needs to be embedded, including ALSB 
and ALM, which were generated during the UB procedure 
and location map embedding, respectively. Therefore, for a 
block whose capacity is greater than one, more AI bits are 
allocated to make the entire process completely reversible. 
The detailed embedding process was presented in Sect. 2.1. 
To facilitate understanding, a flow diagram of the embed-
ding process is shown in Fig. 3, in which the image after 
AC embedding is denoted as I′, and for ease of expression, 
the issue of underflow/overflow is ignored and discussed in 
the next section.

3.2  Underflow/overflow issue and its solution

For IPVO-based RDH methods, most maximum/minimum 
pixel pairs in sub-blocks are expanded by one with higher/
lower trends. Hence, once the original pixel value is 255 or 
0, there is a significant possibility that the value exceeds the 

Sub-block #1
(2 2 pixels)

Block pattern (a) (including 
2 2 pixels)

Sub-block #1
(2 2 pixels)

Sub-block #2
(2 2 pixels)

Block pattern (b) (including 
2 4 pixels)

Sub-block #1
(2 2 pixels)

Sub-block #2
(2 2 pixels)

Block pattern (c) (including 2 6 pixels)

Sub-block #3
(2 2 pixels)

(a) (b) (c)

Sub-block #1
(2 2 pixels)

Sub-block #2
(2 2 pixels)

Block pattern (d) (including 
4 4 pixels)

Sub-block #3
(2 2 pixels)

Sub-block #4
(2 2 pixels)

Sub-block #1
(2 2 pixels)

Sub-block #2
(2 2 pixels)

Block pattern (e)† (including 2 (6+4) pixels)

Sub-block #4
(2 2 pixels)

Sub-block #5
(2 2 pixels)

Sub-block #3
(2 2 pixels)

Sub-block #1
(2 2 pixels)

Sub-block #2
(2 2 pixels)

Block pattern (f) (including 4 6 pixels)

Sub-block #4
(2 2 pixels)

Sub-block #5
(2 2 pixels)

Sub-block #3
(2 2 pixels)

Sub-block #6
(2 2 pixels)

(d) (e) (f)

Fig. 2  Different partition patterns to be applied in the proposed method. (†For pattern (e), the right corner of the vacant block is filled up by 
another block which is a 180° rotation version of original pattern)
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allowable bounds. To avoid this issue, pixel values of 255 
or 0 remain unchanged and the location of the blocks they 
belong to are recorded at the same time to avoid confusion 
with pixel values of 254 and 1. It is worth noting that, as 
mentioned in [23], because LSB replacement operations are 
conducted during the AC embedding for the first pixel B̃1

i
 of 

UBs, some blocks that were originally UBs may be mistak-
enly judged as EBs. To overcome this issue, the embedding 
regulation of the first sub-block of each UB is changed to

By doing so, pixel values of 254 or 1 may also cause 
an underflow/overflow phenomenon. Therefore, for the first 
sub-blocks of UBs, the pixel values of 0, 1, 254, and 255 are 
left unchanged and their corresponding positions of blocks 
they belong to are saved as a location map.

The location map is then compressed and denoted as 
MLM. Then we embed MLM into the cover image I through 
LSB replacement in the first-row blocks. Note that the possi-
bility still exists that the pixel values of first-row blocks have 
been tampered with, and once the MLM is extracted incor-
rectly, the remaining authentication will also be affected. 
To indicate whether the header blocks have been tampered 
with during transmission, the first two LSBs of each header 

(10)
{

B
��(P)

i
= B

�(P)

i
+ 2,

B
��(1)

i
= B

�(1)

i
− 2.

block are used to make room for authentication bits, which 
are derived from the hash sequence 

{
B̃3

i
, B̃4

i
, … , B̃4×N∗

i

}
 . 

Figure 4 illustrates the LSB replacement of header blocks, 
where parameter N∗ is 4 and the length of MLM is 42 bits. On 
the authentication side, the two LSBs of each header block 
are extracted and compared with the regenerated ACs, which 
are derived from the hash sequence of the remaining pixels. 
When an inconsistency occurs in the header blocks, these 
blocks are marked as forgery blocks and the location map 
is no longer trustworthy. In other words, the authentication 
of the remaining blocks, whose pixels include the boundary 
values, is no longer reliable.

In addition, an example considering the issue of under-
flow/overflow is illustrated in Fig. 5 for further ease of com-
prehension of our method, where N∗ is 2 in the example (i.e., 
each block contains two sub-blocks). For Block-A with pix-
els {64, 70, 26, 30, 42, 11, 124, 128}, whose capacity is 0, 
the first sub-block is first extended to {64, 72, 42, 9} accord-
ing to Eq. (10), and the second sub-block is then extended 
to {25, 30, 124, 129} according to Eqs. (2) and (4). A MD5 
hash computing is then conducted on {72, 25, 30, 42, 9, 124, 
129} to generate a 128-bit hash sequence. Next the parity 
of the number of “1” in the hash sequence is extracted to 
represent the AC, which is 1 in the example. Therefore, the 
AC is embedded into the first pixel of 64 through an LSB 
replacement, and the final marked block is {65, 72, 42, 9, 25, 

Original image I Divide into 2 2 
sized sub-blocks

Count preliminary 
capacity C0

Determine 
preliminary division 

number N0

Divide into 
N0 2 2 sized 

blocks

Count verified 
capacity C1

Determine verified 
division number 

N1

Location map

Compare 
N0 and N1

Determine 
N*

Divide into 
N* 2 2 sized 

blocks

Classify remaining 
blocks into UBs 

and EBs

Generate one-
bit AC

Replace LSB 
of 

Generate one-
bit AC

1
iB

Embed 
through IPVO

Location map Replace LSB of 
header blocks

ALM

ALSB
Composite
all blocks 

Marked image
I'

UB

EB

Extend 
through IPVO

Fig. 3  Flow diagram of AC embedding process
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30, 124, 129}. In addition, the replaced LSB of 64 is 0 and 
it is saved as auxiliary information for embedded into some 
EB. For Block-B with pixels {64, 63, 26, 30, 42, 11, 124, 
255}, whose original capacity is 1, considering the overflow 
of the second sub-block, both sub-blocks in Block-B are 
kept unchanged and the capacity of the entire block is reset 

to 0. The AC of Block-B is then generated through a MD5 
hashing on {63, 26, 30, 42, 11, 124, 255} and a parity count 
on “1” in the hash sequence, where AC is 0 in this example. 
Next, similar to Block-A, the AC is embedded into the first 
pixel value of 64 through an LSB replacement. Therefore, 
the final marked block is {64, 63, 26, 30, 42, 11, 124, 255}, 

Image

Header blocks

Header blocks

LSB replacement

LSB replacement

AC

MLM

Fig. 4  Schematic diagram of the header blocks’ LSB replacement

64 72

42 9

25 30

124 129

Block-A

(1) Extend 
through IPVO64 70

42 11

26 30

124 128

(2) Generate AC

1

(3) Substitute LSB

Marked Block-A

65 72

42 9

25 30

124 129

64 63

42 11

26 30

124 255

Block-B

(1) Keep 
unchanged64 63

42 11

26 30

124 255

(2) Generate AC

0

Marked Block-B

64 63

42 11

26 30

124 255

Save original LSB of 64 as 
the auxiliary information  (3) Substitute LSB

Save the block posit ion
into the location map 

10

Block-C

(1) Extend 
through IPVO64 63

42 11

26 30

124 128

(2) Generate AC

0

Marked Block-C

64 63

42 10

25 30

124 129

64 63

42

25 30

124 129

(3) Embed through IPVO

0

0 Save original LSB of 64 as 
the auxi liary information  

Fig. 5  Example of authentication code embedding considering the issue of underflow/overflow
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and the replaced LSB value of 0 is saved as auxiliary infor-
mation for embedding into some EB, and the position of 
Block-B is also recorded in the location map. For Block-
C with pixels {64, 63, 26, 30, 42, 11, 124, 128}, whose 
capacity is 1 without the issue of underflow/overflow, the 
maximum and minimum pixels in each sub-block are first 
extended through IPVO. After extension, the AC of Block-C 
is generated based on the MD5 hashing on all extended pix-
els followed by a parity count, and AC is 0 is this example. 
Next, 0 is embedded into the sub-block of {64, 63, 42, 10} 
through an IPVO strategy according to Eq. (2). Therefore, 
the marked Block-C is {64, 63, 25, 30, 42, 10, 124, 129}.

3.3  Image authentication and host image recovery

During image authentication and host image recovery pro-
cedures, we suppose the to-be-authenticated image to be 
I′. We extract the N∗ information first and then divide the 
image into blocks with the corresponding pattern, as shown 
in Fig. 2. Next, we extract the MLM from the first-row header 
blocks. Specifically, we first extract the length of the location 
map and then extract the corresponding length bit for the 
location map recovery. After the location map MLM recov-
ery, the blocks with an underflow/overflow issue are indi-
cated and labeled as unchanged blocks. Next, according to 
the embedding capacity of each block, the remaining blocks 
are designated as UBs or EBs. To verify the authentication 
of the entire image, in the proposed method, we analyze the 
UBs followed by the EBs.

For a UB �̃�
′
i
 ,  which consists of the pixels {

B̃�1
i
, B̃�2

i
,… , B̃�4×N∗

i

}
 , the current AC is generated by apply-

ing the MD5 method to hash the pixels 
{
B̃�2
i
, B̃�3

i
,… , B̃�4×N∗

i

}
 

and counting the parity of the number “1” in the hash 
sequence, which follows the same method of AC generation 
during the data-hiding process. Meanwhile, the original AC 
can be obtained by extracting the LSB of B̃′1

i
 . The authen-

tication of the UB �̃�′
i
 can be identified by comparing the 

current and original ACs. If the two fall out of consistency 
with each other, the block is identified as a forgery block.

After verifying the UBs, the EBs are used to further ver-
ify the authentication of the image. For each EB �̃�′

i
 , the cur-

rent AC is generated by applying the MD5 method to hash 
the pixels 

{
B̃1

i
, B̃2

i
,… , B̃4×N∗

i

}
 and by counting the parity of 

the number “1” in the hash sequence. The original AC can 
be extracted using a reverse IPVO, which was introduced in 
Sect. 2.1. Note that each EB can be further divided into N∗ 
2 × 2 sub-blocks, and at least one bit can be extracted from 
all the sub-blocks. Here, we regard the first extracted bit as 
the original AC of the block. Similar to UBs, the authentica-
tion of the EB �̃i can be identified by comparing the current 
and original ACs.

When all authentication procedures are finished, if there 
are some discontiguous tampered regions, they can be 

regarded as an interim detection result. To further refine the 
detection result, following [29], we implement the principle 
that if the horizontal, vertical, or two diagonal neighboring 
blocks of a block are verified as forgeries, it is re-verified as 
a forgery, as well.

If all current and original ACs coincide with each other, 
we identify the image as authentic. To recover the host image 
I, the EBs and UBs can be restored successively. To restore 
each EB, after dividing each block into N∗ sub-blocks, the 
embedded bits are extracted based on the IPVO regulation. 
If the capacity of each block is one, the EB can be restored 
according to Eqs. (6) and (7), directly. Otherwise, the first 
extracted bit is used for authentication verification, and 
the remaining bits belong to the AI which originates from 
the other UBs. Note that during the AI extraction, the total 
length of extra bits is also recorded, and all the extra bits 
are saved as AI until the total length reaches the AI amount. 
Then each EB can be restored according to Eqs. (6) and 
(7). After restoring all the EBs, the saved AI is separated as 
ALSB and ALM, and the UBs can be restored directly by an 
LSB replacement from ALSB. Note that the header blocks 
used for saving MLM are not involved in the restoration of 
EBs and UBs and can be recovered by an LSB replacement 
from ALM.

4  Experimental results

To demonstrate the efficacy of our method, we first conduct 
our experiments on several standard test images. Figure 6 
shows six examples of the images we tested, which are Lena, 
Boat, Barbara, Peppers, Goldhill, and Airplane. In this study, 
the peak signal-to-noise ratio (PSNR) is applied to evaluate 
the quality of the marked image. Table 2 lists the PSNR val-
ues of each test image and they are compared with the state-
of-the-art methods proposed by Hong et al. [29] and Yin 
et al. [28]. Observed from Table 2, method [28] performs 
the best results on the aspect of image quality, and the PSNR 
values of both methods of ours and [29] are around 1.5 dB 
lower than that of [28]. This is because the embedding strat-
egy designed in [28] is only conducted in EBs; while no 
extra AC bit is embedded into UBs. Therefore, in [29] and 
ours, more distortion is inevitable due to the embedment 
of AC bits in UBs and AI bits in EBs. Although the PSNR 
performance is not remarkable, it is worth pointing out that 
the detection block size of our method is sought optimally 
(i.e., the parameter N∗ is set as low as possible to realize 
a more refined detection resolution). In [28, 29], however, 
the corresponding division parameter N∗ is constantly set at 
4. Table 3 lists the comparisons of the minimum detection 
block size between the proposed method, [28, 29]. Table 3 
indicates that the minimum detection sizes of the proposed 
method on the six images are all lower than those of [28, 
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29]. Furthermore, to make a fair comparison, Table 4 lists 
the PSNR values of our method if N∗ is fixed at 4. In this 
case, the average PSNR value of our method improves to 
54.84 dB.

The authentication capability of the proposed method 
is demonstrated in the left-most column of Fig. 7 which 

shows four problematic images that have been tampered 
with by splicing one part of an image into another image. 
We extracted the embedded ACs and compared them with 
the hash values generated by the image content. The interim 
detection results and further refined results are shown in 
the middle and right-most columns of Fig. 7, respectively, 

Fig. 6  Six standard test images

Table 2  The PSNR values of 
test images for the proposed 
method, Hong et al.’s method 
[29], and Yin et al.’s method 
[28] (dB)

The best result for each image is shown by boldface

Lena Boat Barbara Peppers Goldhill Airplane Average

Ours 49.92 49.93 50.26 50.87 50.44 50.70 50.35
Hong et al. [29] 50.48 49.79 49.49 50.24 49.95 50.88 50.26
Yin et al. [28] 51.83 51.61 51.84 51.68 51.92 52.11 51.83

Table 3  The minimum 
detection block size of the 
proposed method, Hong et al.’s 
method [29], and Yin et al.’s 
method [28] (pixels)

Lena Boat Barbara Peppers Goldhill Airplane

Ours 2 × 4 2 × 4 2 × 6 2 × 6 2 × 6 2 × 4
Hong et al. [29] 4 × 4 4 × 4 4 × 4 4 × 4 4 × 4 4 × 4
Yin et al. [28] 4 × 4 4 × 4 4 × 4 4 × 4 4 × 4 4 × 4

Table 4  The PSNR values of 
test images for the proposed 
method with a fixed parameter 
( N∗ = 4 ) (dB)

The best result for each image is shown by boldface

Lena Boat Barbara Peppers Goldhill Airplane Average

Ours 54.66 54.66 53.86 54.40 56.08 55.37 54.84
Hong et al. [29] 50.56 50.44 49.49 50.34 49.95 50.88 50.26
Yin et al. [28] 51.83 51.61 51.84 51.68 51.92 52.11 51.83



50 Journal of Real-Time Image Processing (2020) 17:41–54

1 3

where the white areas indicate the detected tampered 
regions. Compared with the real tampered regions, the pro-
posed method can effectively detect and localize the splicing 
manipulations.

To evaluate the detection precision of the proposed 
method, we selected four test images and spliced some par-
tial regions with external resources as shown in the left-most 
column of Fig. 8. The refined results of our method and [29] 
are shown in the second and third columns of Fig. 8, respec-
tively. To make the comparison clearer, the corresponding 
difference maps between the detection results and the actual 
splicing maps are shown in the right-most two columns of 
Fig. 8, in which the fourth and fifth columns correspond to 

the proposed method and [29], respectively. In addition, we 
use the detection error percentage η to indicate the detection 
accuracy of the proposed method, where η is defined as

where E denotes the number of error-detected pixels. Table 5 
shows a comparison of the detection percentages of the 
images from Fig. 8 between the proposed method and [29]. 
Figure 8 and Table 5 indicate that the proposed method and 
[29] both have a high detection accuracy for most circum-
stances; however, the proposed method has better locali-
zation capabilities in the splicing border regions. This is 

(11)� =
E

M × N
× 100%,

Fig. 7  The authentication 
results of the proposed method. 
The left column: forgery 
images. The middle column: the 
interim authentication results. 
The right column: the refined 
authentication results
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perhaps because a dynamic selection strategy using block 
size is applied in the proposed method.

For real-time efficiency, Table 6 shows the execution time 
of the proposed method on six test images during the embed-
ding and authentication procedures. All the experiments 
were implemented with the Matlab platform and tested on 
a PC with Intel Core i5-8300H 2.3 GHz CPU and 24 GB 
memory; note that our program code is not optimized. 

Fig. 8  Comparisons of detection results of the test images. The first column: spliced images; second and third columns: detection results of the 
proposed method and [29], respectively; fourth and fifth columns: the error detection results of the proposed method and [29], respectively

Table 5  Comparisons of the detection error percentage η for the pro-
posed method and [29] (%)

The best result for each image is shown by boldface

Figure 8a Figure 8b Figure 8c Figure 8d Average

Ours 0.06 0.13 0.06 0.14 0.10
Hong et al. 

[29]
0.09 0.14 0.08 0.18 0.12

Table 6  Execution time of 
the proposed method on six 
standard images

Lena Boat Barbara Peppers Goldhill Airplane Average

Embedding 
process time 
(s)

12.76 12.58 11.25 14.53 10.52 12.76 12.40

Authentication 
process time 
(s)

17.96 19.17 14.20 14.66 13.22 18.11 16.22
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Compared with [29], during the embedding process, the 
optimal block size is sought with an updated procedure, 
which takes a significant portion of the total time, and the 
authentication of the embedded location map is also per-
formed to further improve the preciseness of the entire pro-
cedure. However, the execution complexity of the proposed 
method is sufficient to deal with most image authentication 
circumstances.

In addition, to demonstrate the general applicability of the 
proposed method, we conducted our strategy on Kodak test 
image dataset, which contains 24 standard test images. For 
each test image, we first embedded the ACs into all UBs and 
EBs sequentially and then randomly selected a 32 × 32 block 
from each marked image followed by a same-size block 
replacement for tampering. Figure 9 shows the correspond-
ing detection error percentages of all test images according 
to Eq. (11), and the average detection error percentage is 
around 0.05%, which maintains at a satisfactory level.

5  Conclusions

In this study, an efficient reversible image authentication 
method is proposed to improve forgery detection precision. 
First, the block size is sought according to the embedding 
capacity of the entire image, and the image is divided into 
non-overlapping blocks. Each block is then classified into 
two categories: unembeddable and embeddable. Next, con-
sidering the issue of underflow and overflow, the optimal 
block size is ultimately determined through a verification 
and updating process. For each unembeddable and embed-
dable block, the corresponding one AC bit is embedded via 
a direct LSB replacement and IPVO data-hiding process, 
respectively. The experimental results demonstrate the effi-
cacy of the proposed method and the detection results show 
that it has a more refined forgery localization ability than the 

state-of-the-art method, while keeping satisfactory visual 
quality. However, it should be pointed out that the capability 
of our method is limited to forgery localization, and for dam-
aged region restoration, our method is invalid. An efficient 
RIA with the ability to restore images is our future research 
direction. In addition, to better meet the actual application 
requirements, an extension from the spatial to JPEG domain 
is worth future consideration.
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