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Abstract In the context of video processing, image noise

caused by acquisition, transfer and image compression can

be attenuated by video denoising algorithms. However,

their computational cost must be as low as possible to

allow them to be applied to real-time applications. In this

paper, we propose STMKF, a real-time video denoising

algorithm based on Kalman and Bilateral filters. We

evaluate the effectiveness of STMKF using several common

videos used in the literature and we compare it to other

denoising algorithms using both the PSNR and SSIM

metrics. Our experimental results show that STMKF is

competitive with other filters, especially for videos that

feature stationary backgrounds such as in videoconferenc-

ing, video lectures and video surveillance. We also

evaluate the performance of our parallel implementations

of STMKF for CPUs and GPUs. STMKF achieved a perfor-

mance improvement of up to 2:9� on a Intel i7 multicore

processor with 4 cores compared to the sequential solution.

The results obtained with the GPU version of STMKF on a

NVIDIA Tesla K40 showed a performance improvement of

up to 7:6� compared to the Intel i7 multicore processor.

Keywords Spatiotemporal video denoising � Kalman

filter � Bilateral filter � Multicore � GPU

1 Introduction

In the context of video processing, image noise can hardly

be avoided. Because of that, several filters have been

developed to reduce the noise caused by acquisition,

transfer and image compression processes. They differ in

several aspects such as the image quality obtained when

applying the filter and their computational complexity.

Typically, best visual results are achieved at the cost of

heavy computational cost.

The computational cost of video denoising algorithms

must be as low as possible to be suitable for video capture

and transmission in real-time applications (e.g., videocon-

ferencing, video lectures and video surveillance of private

areas). In this paper, we present a video denoising algo-

rithm suitable for real-time applications called STMKF. Our

algorithm combines a time-domain filter (Kalman) with a

space-domain filter (Bilateral) to achieve decent visual

results with low computational costs. We discuss the main

ideas behind STMKF and show how it was parallelized to

exploit the parallelism available in modern processors such

as general purpose and embedded multicores as well as

graphics processing units (GPUs).
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Overall, this paper presents the following main

contributions:

• We propose a fast real-time video denoising algorithm

called STMKF, which combines Kalman and Bilateral

filters;

• We propose modifications to the original Kalman Filter

that allow it to converge faster on moving regions;

• We simplify the use of the Kalman Filter by autom-

atizing one of its main input parameters;

• We propose parallel solutions of STMKF for multicores

and GPUs. Our GPU implementation exploits asyn-

chronous data transfers to overlap communications

with computations.

The remainder of this work is organized as follows. Sec-

tion 2 presents an overview of the Kalman and Bilateral

filters used by our approach. Section 3 discusses related

works. The STMKF algorithm and its parallel versions are

presented in Sect. 4. The effectiveness and performance of

STMKF are discussed in Sects. 5 and 6, respectively. Finally,

Sect. 7 concludes this paper.

2 Background

2.1 Image noise and filters

Image noise is a variation (random or not) in brightness or

color of an image, which is not present in the imaged object

[11]. Errors in the image acquisition, compression and/or

transmission processes are usually the main sources of

noise. Although undesirable in computer vision processes,

image noise can hardly be avoided. One of the most

common types of noise in image capture is Gaussian noise

(GN) [1, 12]. GN is caused by random fluctuations in the

signal reading. The probability density is similar to a

normal distribution [1] and it is independent for each pixel

and from the signal intensity [11].

In the signal processing domain, filters are used to

remove unwanted components or signal characteristics. In

this paper, and however, a filter is considered as a process

where the image noise is removed, resulting in an image

with values near to the real ones of the imaged object.

Many denoising techniques have been developed in the

literature [5, 7, 8, 37]. Several of these techniques are based

on Bilateral and Kalman filters, which are well-known

denoising solutions. In the next section, we will further

describe them.

2.2 Bilateral filter

The Bilateral filter (BF) is a spatial nonlinear, edge- pre-

serving and noise-reducing smoothing filter for images

proposed in [37]. In BF, each pixel of the image is replaced

by a weighted average on their neighborhood pixels, con-

sidering the geometric closeness and their photometric

similarity. Chaudhury [5] proposes a O(n) implementation

of the BF, where n represents the number of pixels of the

input image.

BF has three main parameters that have a significant

impact on the final result: the diameter of each pixel

neighborhood (d), the photometric propagation factor (rc)
and the geometric propagation factor (rs). A larger value of

rc means that farther colors within the pixel neighborhood

will be mixed together, resulting in larger areas of semi-

equal color. A larger value of rc, on the other hand, means

that farther pixels will influence each other as long as their

colors are close enough. Figure 1 shows how these

parameters affect the final result.

Although BF is computationally efficient, it presents

unsatisfactory results when used for video denoising. Since

it is a spatial denoising method, the image noise reduction

is applied to each frame individually without taking into

account previous frames. This may result in local flickering

artifacts [10], which is a change of brightness on small

areas that may be unpleasant to the eyes.

2.3 Kalman filter

The Kalman filter (KF) was originally developed by Rudolf

Kalman in 1960 [17] and uses measurements contaminated

by uncertainties. It is a temporal filter that intends to

approximate the acquired data (probably containing noise)

to the real data (without noise). In this paper, we adopt a

simple case with a trivial prediction step of the most gen-

eral expression of KF.

Basically, the filter performs two main steps, prediction

and correction, for each new data acquisition. In the first

step, it estimates the next state x�k (1) and its covariance P�
k

(2) based on its previous state (xk�1) and previous covari-

ance (Pk�1), respectively. In the second step, it computes

the Kalman gain Kk (3). Then, it updates the estimated state

xk (4) using Kk, x
�
k and the acquired data zk. Finally, it

computes the estimated covariance Pk that will be used in

the next state (5).

Fig. 1 Example of the impacts of BF parameters. a Original image.

b d ¼ 6, rc ¼ 100 and rs ¼ 100. (c) d ¼ 50, rc ¼ 50 and rs ¼ 50
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x�k ¼ xk�1 ð1Þ

P�
k ¼Pk�1 þ Q ð2Þ

Kk ¼P�
k ðP�

k þ RÞ�1 ð3Þ

xk ¼ x�k þ Kkðzk � x�k Þ ð4Þ

Pk ¼ð1� KkÞP�
k ð5Þ

It is worth noting that both Q and R are constants and the

choice of their values modifies the filter strength. If Q is

fixed, fluctuations of zk will affect xk less intensively (when

R is increased) or more intensively (when R is decreased).

Likewise, if R is fixed, fluctuations of zk affect xk more

intensively (when Q is increased) or less intensively (when

Q is decreased).

The drawback of KF is to present resistance to abrupt

changes in data acquisition. Consider that a sensor is

reading a real data r1 until the instant t. After instant t, the

real data suddenly change to a new value r2. Because of

noises from the video capturing process, until the instant t,

the values being read by the sensor will oscillate around r1,

and after the instant t the values being read will oscillate

around r2. Until the instant t, the KF will approximate the

read values to the real value r1, but shortly afterward,

instead of approximating the read values to the new real

data r2, the KF will still approximate to the previous value

r1, taking a few cycles of video capturing until the pro-

cessed value converges to the new real value r2.

The problem described above occurs in videos when KF

is applied. Whenever an object moves in an image

sequence, a step occurs in the pixel values. As KF presents

resistance to converge to a new pixel value when steps

occur in the capture of the signal, some ghosts in the image

are formed, as shown in Fig. 2.

3 Related work

In a general way, video denoising methods can be divided

in three groups: methods based on a transform

[24, 30, 33, 36, 42], methods that use block matching and

motion detection jointly [7, 8, 22, 23] and methods that

combine spatial and temporal domains [4, 6, 14,

37, 41, 43]. Obviously, there are video denoising methods

that merge two or more techniques used in these three

different groups but most video denoising algorithms

belong to one of these three groups.

In the first group, Pizurica et al. [30] developed a

sequential wavelet domain and temporal filtering

scheme combined with optimized parameters (SEQWT).

In the sequential spatiotemporal denoising proposed filter,

motion detection and temporal filtering are performed

over spatially denoised frames. The realization of a

motion adaptive temporal filter benefits from the use of a

high-quality spatial denoising. Rahman et al. [33] pro-

posed a joint probability density function of the video

wavelet coefficients for any two neighboring frames by

using the bivariate Gaussian distribution. They show that

the correlation coefficient of the density function gives an

indirect measure of the motion that exists between any

two frames. The proposed density function is then

employed for spatial filtering of the noisy video wavelet

coefficients. The spatially filtered coefficients are then

passed through a recursive time averaging filter for

additional noise reduction (we refer to this approach as

IFSM). Selesnick and Li [36] presented the design and

application of the non-separable oriented 3D dual-tree

wavelet transform for video denoising (3DWTF). Motion-

based multiscale decomposition for video is reached with

this transform which isolates in its subbands motion along

different directions. In addition, it is investigated the

denoising of video using the 2D and 3D dual-tree oriented

wavelet transforms, where the 2D transform is applied to

each frame individually. Zlokolica et al. [42] proposed a

video denoising method based on non-decimated wavelet

band filtering (WRSTF). In the proposed method, motion

estimation and adaptive recursive temporal filtering are

performed in a closed loop, followed by an intra-frame

spatially adaptive filter. The algorithm is implemented in

three steps: motion estimation, motion compensation and

the adaptive spatial filtering scheme. All computations

occurs in the wavelet domain.

Considering the group of methods that use block

matching and motion detection jointly, the Block-matching

3D Denoising (BM3D), proposed in [7], reduces noise by

processing similar image blocks. Block-matching algo-

rithm is used to find similar blocks based on a reference

one. It stores the blocks in a 3D structure and constructs

blocks using a weighted average. VBM3D algorithm [8]

extends the ideas of BM3D for image sequences (video),

finding identical blocks not only in space, but also in time.

In [22, 23], the authors reduce noise in images sequences

similarly as BM3D. They work with 3D blocks (3D patch),

rather than BM3D 2D blocks, and put them in 4D struc-

tures. These filters, among others, are the state of the art of

image and video denoising. However, the high

Fig. 2 Original frame of the garden sequence (left) and the resultant

frame after applying KF (right)
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computational complexity of these algorithms becomes

prohibitive for real-time applications.

On the other hand, the group of methods that combine

spatial and temporal domains present algorithms with

lower computational complexity than other two groups.

This feature is fundamental for real-time applications, such

as videoconferencing systems, robotic navigation systems

and surveillance systems. Zlokolica et al. [41] proposed a

nonlinear filter which sorts pixels within a 3D window

considering their difference with the central pixels value

(3D KNN). The next step of this filter is to average the

pixels in the window and then weighting them according to

their sorting order. The proposed filter is an extension of

that proposed in [27], which was first described by Davis

and Rosenfeld [9]. The main advantage of the proposed

filter is that it works well on video independently of the

noise type (Gaussian and impulse, or a combination of

both). Spatiotemporal varying filter (STVF) is proposed in

[4] which could generate the best candidate value to

replace the noisy value of current pixel by exploiting the

corrections of its neighboring pixel values within a small

region and taking optimal weights of them. STVF is able to

produce optimal results in the sense that it minimizes the

weighted least squared error. At the same time, STVF

retains the sharpness of edges in object boundaries and it

combines the advantages of conventional denoising filters

that enable it to decrease the noise variance in smooth

areas. Zuo et al. [43] performed an appropriate average

filtering on current noisy frame to reduce the influence of

noise. This step is useless to the final denoising result, but

preparative to the motion estimation. Block-matching-

based motion estimation is performed by comparing cur-

rent pre-filtered frame with previously denoised frames.

Then, the Kalman filter is applied on the current noisy

frame, based on previous steps motion estimation results.

On the other hand, the current noisy frame is also processed

in the spatial domain by using the Bilateral filter, which

aims at reducing the noise globally. Weighting of the two

denoised frames showed a satisfactory result.

The Non-Local Means (NLM) algorithm [2, 3] exploits

the fact that similar neighborhoods can occur several times

anywhere in the image and can contribute for denoising.

For a given target pixel, NLM computes the mean of all

pixels in the image, weighted by how similar these pixels

are to the target pixel. Han and Chen [13] combine NLM

with the Kalman filter framework for video denoising.

Although standard NLM algorithms are known to be

computationally expensive [38], some variations reduce the

computational complexity by reducing weights and

neighborhood computations [18, 25]. Similarly, Jojy et al.

[15] combine a variation of NLM called Discontinuity

Adaptive Non-Local Means (DA-NLMF) with a variation

of the Kalman filter (Importance Sampling Unscented

Kalman filter).

Our filter (STMKF) fuses Blur, Bilateral and Kalman fil-

ters to generate the output denoised frame which is stored

as the estimated value for the next frame. It combines

spatial and temporal domains with lower computational

complexity than other two groups. STMKF does not use

motion estimation techniques (as it is proposed in the

algorithms of the first group) because of the high compu-

tational complexity of these kind of techniques. The

computational complexity of each algorithm step is O(n),

where n is the number of pixels, making it suitable for real-

time applications.

4 Spatiotemporal fusion of Kalman-based
and Bilateral filters (STMKF)

In Sect. 2.3, we presented an overview of the Kalman filter.

In its original form, P, Q and R are covariance matrices,

where the diagonal contains variances. In this paper,

however, covariance matrices are simply variances, since

we deal with scalar states. Because of that, we consider that

all variables in STMKF represent 2D arrays containing

frameHeight � frameWidth pixels and all numeric computa-

tions between them are performed by array operations that

execute element by element operations (i.e., pixel-by-pixel

operations).

As we mentioned in Sect. 2.3, KF relies on Pk to obtain

Kk and to estimate the next state. However, when the

scenario changes considerably, which is also when the

ghost effect occurs, P�
k must change accordingly to achieve

better results. In (2), P�
k consists of two components: Pk�1

and Q. Considering a projection, it is necessary to maintain

the component from the previous instant Pk�1. To allow KF

to converge faster, we propose a modification to (2) as

follows

P�
k ¼ Pk�1 þ D2Q ð6Þ

where D is the difference between the average of a pixel’s

neighborhood at instants k and k � 1. The average of a

pixel’s neighborhood is known as the blur filter. In this

modified equation, when the scenario does not change

significantly, D will be small. When motion occurs, on the

other hand, the average of the neighborhood also changes

and D will assume a higher value. Based on this observa-

tion, our STMKF algorithm will try to keep KF properties in

motionless regions, whereas it will assume values closer to

zk for pixels with motion.

Indeed, (6) allows KF to converge faster. However, KF

still relies on Q and R parameters. After performing several

experiments varying R and Q parameters we observed the
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following: (1) when the video features low values of K, the

best results are achieved when the value of R is high; and

(2) analogously, when the video features higher values of

K, the best results are achieved when the value of R is low.

Based on that observation, we propose to automatize the

choice of R as follows

Rk ¼ 1þ Rk�1ð1þ Kk�1Þ�1 ð7Þ

In other words, Rk can be adjusted to regions with and

without motion based on Kk�1 and Rk�1. In (7), high values

of Kk�1 (i.e., values closer to 1) make the series converge

for a value near 2. When Kk�1 approaches 0, on the other

hand, the series diverges, tending to þ1. However, due to

inherent characteristics of noise, D will not be equal to 0,

which in turn implies that P� will not be equal to 0, by

equation (6). Thus, by (3) we have that K never equals 0.

This way, R tends to stabilize at a value which usually

allows for decent results.

Finally, spatial (BF) and temporal (KF) techniques are

fused to achieve better results. Our solution for that relies

on applying a weighted combination of xk and the result of

BF (xbilateral) in the resultant frame x̂k, as expressed by

x̂k ¼ ð1� KkÞxk þ Kkxbilateral ð8Þ

The main idea behind this equation relies on the use of Kk

to detect regions with motion (the values of Kk will be high

in regions with motion), giving more weight to the Bilat-

eral filter on these regions. This reduces the error intro-

duced by the noise, so the affected pixels will have values

closer to the real ones. Moreover, this second modification

allows the Kalman filter to converge faster on moving

regions, since x̂k will also be used in the next frame as the

estimation of the next state (x�k ). Thus, (1) must be

rewritten as x�k ¼ x̂k�1 in order to take it into account.

Figure 3 shows one frame of the Salesman video

sequence in different situations. We added to the original

frame (Fig. 3a), a white additive Gaussian noise (Fig. 3b)

and then applied the Bilateral (Fig. 3c) and Kalman

(Fig. 3d) filters individually. As it can be observed, the

Kalman filter presents good results on motionless regions,

whereas it presents some ghosts where motion occurs.

STMKF overcomes this issue (Fig. 3e), since it gives more

weight to the Bilateral filter where motion occurs. Finally,

Fig. 3f shows the values of Kk for this frame (the higher the

value of Kk the brighter the color). As it can be observed,

moving regions are much brighter than stationary ones.

In the next sections, we discuss the overview of STMKF as

well as its parallel implementations for multicores and

GPUs. We made our implementations publicly available1

under the GPL 3 License, thus enabling other researchers to

further enhance it.

4.1 Sequential algorithm

Figure 4 shows a graphical overview of the main opera-

tions performed by STMKF on each frame. It performs two

operations taking the noised frame as input: (1) It computes

the neighborhood average using the Blur filter; and (2) it

computes BF. Next, D is obtained from the difference

between the current blurred frame and the previous blurred

frame. Then, it uses D and the noisy frame to calculate the

denoised frame and Kk. After that, it computes the output

denoised frame taking as input xk, Kk and xbilateral. Finally,

the output denoised frame is stored as the estimated x̂k for

the next frame.

Algorithm 1 presents the pseudocode of the STMKF. We

consider that the variable video stores all frames of a video

sequence that shall be denoised. The main procedure

(STMKF-MAIN) initializes some variables used by STMKF (re-

call that all variables are 2D arrays and all numeric oper-

ations on them are element by element operations). Then, it

calls the core algorithm (STMKF-CORE) for each frame. Q is

initialized with the values provided by the user (line 2),

whereas the other 2D arrays are initialized with 0 (x̂ and

pBlurred), 0.5 (K) or 1 (P and R).

Algorithm 1 Sequential Algorithm
Global: P, Q, R, K, x̂, pBlurred
1: procedure STMKF-MAIN(video, q)
2: Q ← q
3: x̂, pBlurred ← 0
4: K ← 0.5
5: P, R ← 1
6: for each f rame of video do
7: blurred ← BLUR-FILTER( f rame)
8: b f ← BILATERAL-FILTER( f rame)
9: f rameOUT ← STMKF-CORE( f rame,blurred,b f )
10: end for
11: end procedure
12: function STMKF-CORE( f rame, blurred, b f )
13: Δ ← pBlurred−blurred
14: pBlurred ← blurred
15: R ← 1+R · (1+K)−1

16: x− ← x̂
17: P− ← P+Δ 2 ·Q
18: K ← P− · (P− +R)−1

19: x ← x− +K · ( f rame− x−)
20: x̂ ← (1−K) · x+K ·b f
21: P ← (1−K) ·P−
22: return x̂
23: end function

After the initialization, STMKF-MAIN gets the next frame

(frame) from the input video sequence to be denoised (line

6). The frame is then used as input to the Blur and Bilateral

filters (lines 7 and 8). The results of the Blur and Bilateral

filters are stored in 2D arrays called blurred and bf,

respectively. Finally, the original frame (frame) as well as
1 Source codes available at: http://github.com/sergiogenilson/

STMKF.
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pBlurred, blurred and bf is used as inputs to the main STMKF

algorithm (STMKF-CORE), which will denoise the frame. The

denoised frame is stored on frameOUT, which can be either

stored on a file or shown on the screen. This process is

repeated for each frame of the input video.

The STMKF fuses Blur, Bilateral and Kalman filters.

There are efficient blurring algorithms suitable for real-

time applications [34], for example, in our experiments we

use the Box Blur filter which can be implemented with

computational cost that is independent of kernel size,

meaning that it is linear in the size of the image, no matter

how much blurring is required [34]. Therefore, we can use

a blurring algorithm of order O(n), where n is the size of

the image in pixels. There are also linear implementations,

O(n), for the BF algorithm [5]. As described in this section,

the STMKF-CORE method applies only pixel-wise operations

over 2D arrays. Therefore, the STMKF algorithm can be

implemented with linear computational complexity, where

n is the size of the image in pixels, for each frame of the

input video.

We implemented the STMKF algorithm in C??. We rely

on the Open Source Computer Vision Library (OpenCV)

[32] to perform all array operations described in Algo-

rithm 1. OpenCV is a library that features highly optimized

abstractions and functions that ease the development of

real-time computer vision applications. In addition to the

array operations, OpenCV also includes efficient imple-

mentations of Blur and Bilateral filters. We used them to

compute blurred and bf in our STMKF implementation.

4.2 Multicore implementation (MT-STMKF)

We implemented a parallel version of the STMKF algorithm

(MT-STMKF) to make full use of current multicore proces-

sors. We adopted a simple yet efficient strategy to paral-

lelize STMKF. Figure 5 shows an example of the proposed

parallelization strategy with 4 threads. Each frame is vir-

tually divided into t blocks, where t represents the number

of threads to be used (4 blocks/threads in this example).

Fig. 3 Example of the Salesman video sequence: a original frame; b noised frame (r ¼ 10); c bilateral filter; d Kalman filter; e STMKF; and

f values of Kk (the higher the value of Kk the brighter the color)

Noised 
Frame

Blur 
Filter

Delta

Past Blurred 
Frame

Kalman 
Filter

Bilateral
Filter

Weighting

Denoised 
Frame

xk

Input

Output

Filtering

Kk
xbilateral

Fig. 4 STMKF diagram
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Then, all threads execute the STMKF-CORE function on their

own frame block in parallel.

We used a specific Application Programming Interface

(API) called Open Multi-Processing (OpenMP) [28] to

parallelize STMKF. OpenMP allows developers to add

specific compiler directives to the original source code to

determine portions of code that must be executed in par-

allel (parallel regions). Overall, the OpenMP API follows a

fork-join model. The execution starts with a main thread

(sequential execution). At runtime, whenever the main

thread reaches a parallel region, the OpenMP runtime

creates a set of worker threads to execute the code inside it

in parallel. Then, all worker threads synchronize at end of a

parallel region and the runtime resumes the sequential

execution again.

OpenMP allowed us to easily implement the parallel

strategy described above. Basically, we added a compiler

directive to determine STMKF-CORE to be called inside a

parallel region. Then, we assign a different frame block to

each worker thread, which in turn calls STMKF-CORE using

its own frame block as input. We could adopt the same

parallelization strategy for the Blur and Bilateral filters.

However, this was not necessary because OpenCV already

includes parallel versions of them.

4.3 GPU implementation (GPU-STMKF)

GPUs are manycore processors optimized for highly par-

allel computation. Their design focuses to maximize the

chip area and power budget dedicated to data processing

rather than data caching and flow control, optimizing for

the execution throughput of massive numbers of threads.

The throughput-oriented design strives to maximize the

total execution throughput of a large number of threads

while allowing individual threads to take a potentially

much longer time to execute [19].

GPUs require a particular parallel computing language

such as Compute Unified Device Architecture (CUDA),

which is specific for NVIDIA GPUs, and Open Computing

Language (OpenCL), which works on a wide range of

processors and GPUs. However, writing efficient code with

CUDA or OpenCL is not trivial, since developers must pay

special attention to a number of points, such as synchro-

nization, data transfers and global / shared memory

accesses. Fortunately, OpenCV features a GPU module to

take advantage of such processors. The GPU module pro-

vides the user an explicit control on how data are moved

between CPU and GPU memory. Although the user has to

write some additional code to start using the GPU, this

approach is both flexible and allows more efficient

computations.

We used the features available in OpenCV to implement

a GPU version of STMKF (GPU-STMKF). Basically, we had

developed a GPU version of the STMKF-CORE function, so

each frame could be denoised in the GPU in parallel.

Again, we did not have to implement GPU versions of Blur

and Bilateral filters, since the OpenCV framework already

included them. Overall, there are three main steps to

denoise each frame in GPU-STMKF: 1) upload the frame data

from host memory to the GPU memory; 2) perform the

blur, bilateral and STMKF-CORE computations in the GPU;

and 3) download the processed frame back to the host

memory.

In our first version of GPU-STMKF, data transfers between

host/GPU and computations performed in the GPU were

completely synchronous. This means that the frame f þ 1

is only uploaded to the GPU after downloading back the

frame f from the GPU. To hide the time spent with data

transfers, we implemented a second version of GPU-STMKF

that performs asynchronous data transfers between the host

and the GPU with CUDA streams. In this new version, we

upload the frame f þ 1 to the GPU while the GPU is

computing the frame f. Analogously, we download the

frame f � 1 processed by the GPU to the host while the

GPU is computing the frame f.

4.4 Discussion

As described before, our approach combines BF with a

modified version of KF. However, filters other than BF

could also be combined with KF. As shown in Sect. 3,

combinations of Non-Local Means (NLM) and KF have

already been proposed [13, 15].

We also performed an experimental analysis using NLM

instead of BF in STMKF to assess whether it would achieve

better results. We evaluated the use of the OpenCV

implementation of NLM with different values for the

templateWindowSize and searchWindowSize parameters:

(1) the default values suggested by OpenCV; (2) the best

possible values for each parameter and video sequence to

improve the quality of the results; and (3) the minimum

possible values for each parameter to reduce its computa-

tional cost. This approach showed similar results in terms

of quality and a considerable performance degradation in

Fig. 5 Illustration of the parallel approach adopted in MT-STMKF. This

example considers 4 threads, each one responsible for denoising 1 / 4

of each frame
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terms of FPS from 3� (with the minimum possible values

for the NLM parameters) up to 8:5� (with the best possible

values for the NLM parameters) when compared to our

original version of STMKF. We believe that such perfor-

mance degradation can be prohibitive for some real-time

applications.

Finally, we also replaced BF in STMKF by other less

complex filters such as the Blur [34], Gaussian Blur [34]

and Median filters. However, those combinations showed

worse results than the original version of STMKF.

5 Effectiveness of STMKF

The effectiveness of an image noise filter is usually eval-

uated using the peak signal-to-noise ratio (PSNR). The

PSNR is calculated by

PSNR ¼ 10� log
m2

MSE
ð9Þ

where m is the maximum value of a pixel and MSE is the

mean squared error [24]. The PSNR of a video sequence is

the average of the PSNRs of each frame. A high PSNR

indicates that the original video sequence (without noise) is

very similar to the denoised one.

Another common result evaluation method is through

structural similarity (SSIM) [39]. SSIM is obtained by

SSIMðx; yÞ ¼
ð2lxly þ c1Þð2rxy þ c2Þ

ðl2x þ l2y þ c1Þðr2x þ r2y þ c2Þ
ð10Þ

where x and y are image patches extracted from the local

window of the original image and the denoised image and

l, r and rxy represent the mean, variance and cross-cor-

relation computed for the local window, respectively. The

variables c1 ¼ ðk1GÞ2 and c2 ¼ ðk2GÞ2 are applied to sta-

bilize the division by a weak denominator, so that

k1 ¼ 0:01, k2 ¼ 0:03 and G is the dynamic range of the

pixel values (i.e., the maximum value that can be repre-

sented with a given number of pixels). In this case,

G ¼ 2bits per pixel � 1 ¼ 28 � 1 ¼ 255.

We do the following to compute the SSIM of a video

sequence. We first compute the SSIM of each frame by

calculating the average of its local SSIMs. Then, the SSIM

of a video sequence is the average of the SSIMs of each

frame. A high SSIM (i.e., near 1) indicates that the original

video is very similar to the denoised one.

We evaluate the effectiveness of STMKF using several

common videos used in the literature. For each video, we

added a white additive Gaussian noise and then applied

STMKF. The Gaussian noise is the most common type of

noise considered by the authors of related works

[30, 33, 36, 41, 42]. However, STMKF is also capable of

achieving good results on videos that present any kind of

noise that satisfies the assumptions needed to compute D
(i.e., the noise distribution should be similar to the normal

distribution and the noise should be independent for each

pixel) such as the shot noise. Moreover, we fixed the

parameters for the Blur and Bilateral filters in all experi-

ments as follows: we set the kernel size in the Blur filter to

5 and used d ¼ 3, rc ¼ 50 and rs ¼ 50 for the Bilateral

filter.

It is worth noting that the quality of the results obtained

with STMKF rely on the right choice for the Q parameter.

Overall, we obtained decent visual results on all videos

considered in this paper with values of Q close to 0.02. For

the PSNR and SSIM metrics, however, the best value for

Q varied from 0.01 to 0.1 and it was mostly affected by the

amount of movement in the videos. After a careful analysis

we concluded that Q values close to 0.01 improve PSNR

and SSIM metrics on videos that feature stationary back-

grounds or smooth background movements (e.g., Salesman

and MissA). On the other hand, Q values close to 0.1

improve both PSNR and SSIM metrics on videos that

feature several moving regions (e.g., tennis, football and

foreman).

Tables 1 and 2 compare the effectiveness of STMKF

against other approaches that can be applied on real-time

applications using the PSNR and SSIM metrics. Overall,

STMKF is competitive with several filters found in the lit-

erature for both metrics, especially for videos that feature

stationary backgrounds. The Salesman sequence is an

example of such case, in which STMKF has SSIM equal to

0.955 with a standard deviation (noise) of 10, outper-

forming WRSTF [42], 3DWTF [37] and IFSM [34]

algorithms.

For sequences with several moving areas, such as the

garden sequence, STMKF was outperformed by the other

algorithms. The main reason comes from the fact that they

use motion estimation and/or compensation techniques. As

we mentioned before, although these techniques increase

the complexity of these algorithms they may improve the

quality of video denoising filters. However, the overall

quality relies on how good these techniques can estimate

motion. The football sequence, for instance, also has sev-

eral moving areas but STMKF achieved better results than 3D

KNN [41], SEQWT [30] and IFSM [33] algorithms. In this

specific case, the motion cannot be easily predicted, mak-

ing it difficult to be estimated and/or compensated by these

techniques.

We would like to emphasize that STMKF is able to pre-

serve the edges of the original videos. After applying an

edge detection algorithm (Canny) on all videos considered

in this paper, we observed that the edges found by Canny in

both original and denoised frames (STMKF) were very sim-

ilar. Finally, it is important to mention that STMKF achieves
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decent results on videos that feature rapidly moving

objects. In some cases, however, depending on the value of

Q and the characteristics of the video, ghosts may be

formed in some frames.

6 Performance evaluation

In this section, we evaluate the performance of the parallel

implementations of the STMKF algorithm on multicores and

GPUs. First, we describe the platforms used in the exper-

iments. Then, we discuss the results obtained with MT-

STMKF (multicores) and GPU-STMKF (GPUs).

6.1 Parallel platforms

We evaluate the performance of the parallel implementa-

tions of STMKF on four processors. These processors rep-

resent three different classes: general purpose (Intel i7),

embedded (ARM Cortex-A7) and manycores (GPUs).

ARM processors are usually found in embedded systems.

In the context of real-time image processing, embedded

systems have become highly relevant, with several appli-

cations including portable devices, smart cameras and

robotics [16, 40]. Table 3 presents the main specifications

of each one of the processors considered in this paper.

Since the Intel i7 processor features Hyper-Threading

Technology (HT), we performed experiments with up to 8

threads (one for each virtual core). For the ARM Cortex-

A7 processors, however, we limited our experiments to the

number of physical cores (4 cores). For the GPUs, we

always use all cores available. All results presented in the

next sections are computed based on the average times

measured in 30 runs and present statistical confidence of

95% by Student’s t distribution and a maximum of 0:7%

of relative error.

6.2 Multicore results

We analyze the performance of MT-STMKF on the two

multicore processors presented in Sect. 6.1 (Intel i7 and

ARM Cortex-A7). We use two metrics to evaluate its

performance: frame rate and speedup.

The frame rate metric is the frequency at which our

algorithm computes consecutive frames. It is expressed in

frames per second (FPS). The speedup metric, on the other

hand, represents the ratio between the execution times of

the sequencial solution and the multithreaded solution with

a specific number of threads. It is important to notice that

the potential speedup gained by a parallel solution is lim-

ited by the portion of the sequencial solution that can be

effectively parallelized. In the best case, i.e., when 100%

of the sequential solution is parallelized, the speedup

Table 1 PSNR results

compared to other algorithms
Test sequence Noise 3D KNN [41] SEQWT [30] IFSM [33] STMKF

Tennis 10 29.14 30.76 32.05 31.15

Salesman 10 32.13 34.11 34.41 35.27

Coastguard 20 26.62 27.42 28.40 27.82

Football 20 24.95 26.62 27.06 27.78

Data for 3D KNN, SEQWT and IFSM were extracted from [33]

Table 2 SSIM results

compared to other algorithms
Test sequence Noise WRSTF [42] 3DWTF [36] IFSM [33] STMKF

Foreman 10 0.914 NA 0.886 0.885

15 0.877 NA 0.836 0.829

20 0.841 NA 0.793 0.794

Salesman 10 0.932 0.923 0.904 0.955

15 0.901 0.903 0.851 0.935

20 0.868 0.882 0.801 0.916

MissA 10 0.905 NA 0.904 0.937

15 0.877 NA 0.857 0.896

20 0.846 NA 0.812 0.854

Garden 10 0.953 0.909 0.927 0.901

15 0.922 0.872 0.882 0.857

20 0.889 0.840 0.837 0.804

Data for WRSTF, 3DWTF and IFSM were extracted from [13]
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increases linearly with the number of physical cores.

However, linear scalability is very difficult to achieve since

most of the parallel solutions include serial (sequential)

portions of code.

Figure 6 presents the speedup of the parallel versions of

the Bilateral filter and STMKF-CORE when denoising a 4 K

video on the Intel i7 processor. In addition, it presents the

overall speedup of MT-STMKF. As it can be observed, the

Bilateral filter, which was parallelized by OpenCV, pre-

sented worse scalability than our parallel implementation

of STMKF-CORE. The MT-STMKF, which includes the parallel

versions of Bilateral and STMKF-CORE, presented a slightly

worse scalability than parallel Bilateral and STMKF-CORE

individually. This behavior is expected and the main rea-

sons are threefold: (1) MT-STMKF has some data dependen-

cies (e.g., Bilateral and Blur filters must be computed

before STMKF-CORE); (2) there are portions of the MT-STMKF

algorithm that could not be parallelized; and (3) the parallel

implementation of the Blur filter implemented by OpenCV

did not bring any performance gains.

Figure 7 presents the speedup and FPS obtained with

MT-STMKF when varying the number of threads and video

resolutions on both Intel i7 and ARM Cortex-A7 proces-

sors. We did not include the 240p resolution results for

Intel i7 due to the low amount of computation required for

this processor. Analogously, we did not include the 4 K

resolution results for ARM Cortex-A7 due to the high

amount of computation required for this processor.

Overall, MT-STMKF presented a significant speedup when

increasing the number of threads. MT-STMKF achieved a

speedup of up to 2:9� with eight threads on the Intel i7

processor. Similarly, MT-STMKF achieved a speedup of up to

2:3� with four threads on the ARM Cortex-A7 processor.

Although both processors had a similarly good speedup,

there is a considerable difference regarding their FPS due

to the different purpose of each processor. With Intel i7,

MT-STMKF achieved a maximum of 138 FPS for 480p videos

and a maximum of 7.8 FPS for 4 K videos. In contrast,

ARM Cortex-A7 is more focused on energy-consumption

than performance. For this reason, MT-STMKF achieved a

maximum of 18 FPS for 240p videos and a maximum of

1.3 FPS for 1080p videos.

6.3 GPU results

We evaluate the performance of the GPU implementation

of the STMKF algorithm (GPU-STMKF) on the two NVIDIA

GPUs presented in Sect. 6.1 (GeForce GTX and Tesla

K40). In general, GPUs are already known to convey high-

performance real-time image processing [29, 35]. Thus, we

expect significant performance improvements compared to

multicores.

Figure 8 presents the results obtained on both GPUs for

various video resolutions. As explained in Sect. 4.3, our

first version of GPU-STMKF (called No-S in Fig. 8) performs

synchronous data transfers between the host and GPU. The

drawback of this approach is that the host can only copy the

next frame to be computed on the GPU after receiving the

previous one from the GPU. Our second version of GPU-

STMKF (called S in Fig. 8) improves the first one by over-

lapping data transfers between the host and GPU with

computations on the GPU. To do so, we perform asyn-

chronous data transfers using CUDA streams.

Overall, the GPU-STMKF version with CUDA streams

(S) achieves much better performance than the syn-

chronous version (No-S) on both GPUs. Taking the 480p

resolution video as an example, the FPS was improved

from 279 to 1, 044 on Tesla K40, whereas it was improved

from 229 to 398 on GeForce GTX. This means a perfor-

mance improvement of 3:7� and 1:7� on Tesla K40 and

GeForce GTX, respectively. As we increase the video

resolution, however, we observed that the performance

improvement of GPU-STMKF with CUDA streams decreases.

Table 3 Parallel platforms

specifications
Type Model Cores Clock Memory OS

CPU Intel Core i7-4710MQ 4 ? HT 2.5 GHz 16 GB Ubuntu 15.04

ARM Cortex-A7 4 900 MHz 1 GB Raspbian 7

GPU NVIDIA Tesla K40 2, 880 745 MHz 12 GB Ubuntu 14.04.3

NVIDIA GeForce GTX 850M 640 876 MHz 2 GB Ubuntu 15.04

Fig. 6 Scalability of MT-STMKF versus the parallel versions of the

Bilateral filter and STMKF-CORE with the 4 K resolution on the Intel i7

processor
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With the maximum video resolution (4K), we observed a

performance improvement of 1:8� and 1:2� on Tesla K40

and GeForce GTX, respectively.

It is worth noting that the performance improvement of

GPU-STMKF with CUDA streams is significantly higher on

Tesla K40 for all video resolutions tested. The main reason

is that Tesla K40 has about 4� more processing power2

than GeForce GTX. In other words, each frame takes about

4� less time to be computed by GPU-STMKF on Tesla K40

than on GeForce GTX. Because of that, for the syn-

chronous version of GPU-STMKF (No-S), the ratio between

the time spent on data transfers between the host/GPU and

the time spent on GPU computation is much higher on

Tesla K40 than on GeForce GTX. Thus, the benefits of

asynchronous data transfers with CUDA streams are more

significant on Tesla K40.

6.4 STMKF versus other methods

In this section, we compare the performance of STMKF

against the other approaches. We evaluated the perfor-

mance of IFSM on the same CPUs presented in Table 3,

since its source code was available on the Internet.3

Unfortunately, we were unable to perform the same

experiments with the other approaches because their source

codes were not available. For the SEQWT and WRSTF, we

present the results as reported in [42]. Results for the 3D

KNN and 3DWTF approaches were omitted due to the lack

of such information.

Table 4 presents the execution time (in seconds) to

denoise a frame. As it can be observed, STMKF presents

substantial faster computation times than the other

approaches. This can be highlighted when comparing the

results obtained with the sequential version of STMKF on the

low-power ARM processor against SEQWT and WRSTF.

7 Conclusion

In the context of video processing, image noise can hardly

be avoided. The computational cost of video denoising

algorithms must be as low as possible to be suitable for

video capture and transmission in real-time applications. In

this paper we proposed STMKF, a real-time video denoising

algorithm that fuses Kalman-based and Bilateral filters to

achieve decent visual results with low computational costs.

We presented parallel implementations of STMKF to exploit

the parallelism available in modern processors such as

general purpose and embedded multicores as well as GPUs.

We evaluate the effectiveness of STMKF using several

videos commonly used in the literature, comparing to other

real-time denoising algorithms using both the PSNR and

SSIM metrics. STMKF achieved the best score for 50 % of

the input videos and a good score for the remaining inputs.

Overall, STMKF is competitive with several filters found in

the literature for both metrics, especially for videos that

feature stationary backgrounds, such as in videoconfer-

encing, video surveillance of private areas and video

lectures.

We also evaluated the performance of STMKF on different

multicore and GPU architectures. The parallel implemen-

tations of STMKF could achieve a significant speedup of

up to 2:9� with eight threads on the multicore Intel i7

processor and a speedup of up to 2:3� with four threads on
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Fig. 8 Performance of GPU-STMKF with (S) and without (No-S) CUDA

streams

2 The GPU processing power is usually measured by the number of

floating-point operations it can issue per second (FLOPS).
3 Source code available at http://teacher.buet.ac.bd/mahbubur/

resources/TCSVT_prog.rar.
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the ARM Cortex-A7 processor. For GPUs, we compared

two implementations of STMKF, the first with a simple

synchronous data transfers between the host and GPU and

the second with asynchronous CUDA streams, overlapping

data transfers with computations. The second version with

asynchronous communications achieved an improvement

of up to 3.79 over the simple GPU implementation, pro-

cessing up to 1,000 FPS for 480p videos and about 50 FPS

for 4 K videos.

As future work, we intend to automatize the choice of

the Q parameter of the STMKF algorithm. Moreover, we

intend to evaluate the performance of STMKF on low-power

manycore processors such the Mellanox TILE-Gx72 and

the Kalray MPPA-256. We also plan to evaluate the use of

variations of KF such as the Extended Kalman Filter (EKF)

and the Unscent Kalman Filter (UKF). Finally, new effi-

cient algorithms for transferring real-time media streams

through the Internet have been researched due to the ever-

increasing number of complex real-time media applications

[20]. One of such algorithms that has gained attention

recently is the High-Efficiency Video Coding (HEVC).

Thus, we intend to study how STMKF could be used along

with HEVC to improve the quality of real-time media

streams. In this context, highly relevant issues that affect

real-time video transmission could also be considered such

as security [26] and wireless video delivery issues [21, 31].
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