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Abstract Due to high velocity of the vehicles, data dis-

semination and mobile data offloading are most difficult

tasks to be performed in vehicular ad hoc networks

(VANETs). In recent years, due to an exponential increase

in the data generated from various sources such as smart

devices, gadgets, and actuators, there arises a need of usage

of an efficient communication infrastructure to handle the

aforementioned issues. Most of the earlier solutions

reported in the literature for data offloading problem have

used the cellular communication, which may be congested

in handing a large number of requests from community of

users. This may result a performance bottleneck in terms of

call drops and data dissemination to the other vehicles in

the VANET environment. Also, these schemes lack a

comprehensive approach of data dissemination to meet the

quality of service (QoS) in real time. Hence, to overcome

this problem, some of the mobile data can be disseminated

using the existing vehicular infrastructure and Wi-Fi access

points (APs). In this paper, we propose a new schedule

based on game theoretic approach where the APs and

vehicles act as players in a game and compete for

offloading the cellular data. The proposed scheme is based

on the selection of the best vehicle or AP based on the

utility of the players (vehicles and APs) in the game. The

utility of vehicle and AP is decided based on the

parameters such as distance, velocity, connectivity to des-

tination, bandwidth, and area of the network. A novel

algorithm has been designed using the proposed game

theoretic approach for handling mobile data offloading and

data dissemination. The proposed solution not only suc-

cessfully offloads the data but also maintains QoS with

respect to the parameters such as end-to-end delay, mes-

sage progress, and message dissemination speed. Results

obtained confirm the superiority of the proposal in com-

parison with the other existing schemes. Specifically, the

proposed scheme achieves improvement of 4.16 and

20.5 % in message progress, 18.91 and 4.75 % in extra

messages generated, 11.26 and 54.94 % in message dis-

semination speed, and 78.71 and 87.94 % in end-to-end

delay in sparse network as compared to GyTAR and

GPCR, respectively.

Keywords Data dissemination � Game theory � Mobile

offloading � Real-time processing � Vehicular ad hoc

networks � Wi-Fi

1 Introduction

In recent years, vehicular ad hoc network (VANET) has

gained a lot of attention because of its applicability in

various areas such as safety and security of the passengers,

intelligent transportation system (ITS), and entertainment.

VANETs are special case of mobile ad hoc networks

(MANETs) where vehicles movement is constrained with

respect to the density of the vehicles on the road. The

network topology changes dynamically because of high

speed of vehicles. The communication among vehicles is

facilitated by the presence of fixed roadside units (RSUs)

that are connected to the Internet.
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The communication using VANETs is made possible by

onboard unit (OBU) and application unit (AU) installed in

vehicles. Vehicles can communicate among each other

(V2V) or can use the existing infrastructure (V2I) in the

form of roadside units (RSUs) deployed at strategic loca-

tions [6]. The V2V communication takes place using IEEE

802.11p or wireless access for vehicular environment

(WAVE) standard, and V2I communication takes place

using IEEE 802.11 a/b/g standards [7]. RSUs are connected

to the Internet, and they along with vehicles can help in

offloading the cellular data.

In recent times, there has been ever-increasing demand

for communicating the data to the intended recipients,

vehicles. The data can be either in textual, audio, image,

video, or a combination of both. The mobile networks are

the most common mode of communication between dif-

ferent entities over Internet because of the ubiquitous

presence of its services. However, the increasing use of

mobile communication can pose several challenges.

According to the forecast by Cisco, the traffic in mobile

communication will increase ten times with global monthly

data traffic, which is expected to exceed 24.3 exabytes by

2019 [1]. Because of such massive increase, mobile users

may face call drops, unreliable coverage, and limited

bandwidth. Not only this, the quality of service (QoS)

experienced by users may reduce owing to such data traffic

expansion [2].

One of the possible solutions to the aforementioned

problems is to increase the number of deployment of base

stations across the network and increase the cellular

capacity [3]. But, the patterns of increasing demands sug-

gest that it may soon surpass the network capacity even if

the more infrastructure is deployed. Hence, there is a need

of using some alternate means for transmitting the data to

the recipients. For this purpose, VANET and Wi-Fi can be

used for offloading the cellular data in real time. A study

reveals that more than 50 % of cellular data can be trans-

ferred by using Wi-Fi when it is available [3–5].

However, the offloading using vehicles also experiences

several constraints and challenges. The velocity of the

vehicles is very high, hence, to maintain communication at

such a high speed, which is one of the biggest challenges.

Also, the high mobility of vehicles results in constant

change in the network topology and unstable communica-

tion links. To adapt to dynamic topology and high mobility

of vehicles, an efficient scheme needs to be developed that

can offload the data and communicate in real time using

underlying VANET infrastructure.

However, implementation of mobile and vehicular data

offloading has several challenges. The environment formed

by Wi-Fi and vehicular communication has diverse

offloading capacity. Hence, the heterogeneous environment

needs exclusive offloading scheme for meeting the quality

of service (QoS) requirements in real time. The general

strategy for data offloading is to select the local best Wi-Fi

or vehicle that can transfer the cellular data, but the

selected node might not meet the QoS requirements.

Hence, there is a trade-off between local best offloadings to

meet the global QoS parameters.

1.1 Motivation

There is a need of offloading the cellular data with existing

Wi-Fi or emerging vehicular communication. Most of the

existing solutions [8, 9, 11–13, 15–18, 20] used either

vehicles or Wi-Fi to offload the mobile data. As both

vehicles and AP are available, hence, there is a need for a

comprehensive technique that exploits the available

VANET infrastructure. There are constraints and chal-

lenges for using these existing solutions. As vehicles move

at high speed and topology changes frequently, a solution

that uses IEEE 802.11p standard protocols for communi-

cation is required.

Moreover, the vehicles and Wi-Fi AP are having prac-

tical limitations of their position, communication radius,

surrounding area, etc. Hence, a solution that considers real-

time parameters needs to be designed. The existing

offloading proposals focus mainly on local best solutions

and do not focus on global QoS parameters. However, the

end users are concerned with global QoS parameters for a

better experience. Hence, there is a need of a scheme that

meets the global QoS parameters while using either Wi-Fi

or vehicles to offload the mobile data in real time.

1.2 Contribution

The main contributions of the proposed scheme are as

follows:

1. A game theoretic approach is proposed, which pro-

vides globally best solution for mobile data offloading.

2. As the environment is dynamic and changes rapidly,

the proposed scheme provides option for shifting from

Wi-Fi to vehicles and vice versa.

3. The scheme meets the global QoS parameters with

respect to end-to-end delay, message progress, and

message dissemination speed. The simulation results

prove the efficiency of the proposed scheme in com-

parison with the other existing schemes with respect to

the above parameters.

1.3 Organization

The rest of the paper is organized as follows: the work

related to the proposed scheme is elaborated in Sect. 2. The

system model is described in Sect. 3. The proposed work is
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elaborated in Sect. 4. The simulation results are presented

in Sect. 5. Finally, the paper concludes with future direc-

tions in Sect. 6.

2 Related work

The work related to mobile data offloading is discussed in

following section. Li et al. [8] presented a mobile

offloading scheme that used opportunistic vehicular net-

works. Their scheme was based on coding-based mobile

data offloading for heterogeneous networks. In another

work, Deshpande et al. [9] presented a strategy in which

vehicles use Wi-Fi for transfer of data. The authors pro-

posed a hand-off and data transfer strategy for quick con-

nection establishment and faster data transfer. Li et al. [10]

presented a mathematical framework for mobile data

offloading in different network scenarios and heterogeneity

of data in terms of size and lifetime. Cheung et al. [11]

presented a delay-aware Wi-Fi offloading and network

selection (DAWN) algorithm with an aim of delivering the

data using Wi-Fi AP with the required time. The algorithm

used minimum cost to deliver the data to destination when

the time is not a critical factor.

Novo et al. [12] suggested some techniques tomanage the

increasing usage of mobile data. The suggested techniques

included managing peak hours and increasing yield along

with data offloading. The techniques discussed for offloading

include Wi-Fi offloading and usage of smart cell. In another

work, Kang et al. [13] suggest that Wi-Fi can be used to

offload mobile data because of the provision of high data

transmission rate in Wi-Fi. The authors used successive

interference calculation (SIC) technique to offload the

mobile data. Different cases have been considered for the

availability and non-availability of SIC at AP. Different

optimal solutions for both the cases have also been presented

by them. In an another work, Han et al. [14] used oppor-

tunistic network for solving the increased use of mobile data

usage problem. They proposed three algorithms, namely

greedy, heuristic, and random for the data offloading. The

authors used mobile social networks as an alternate means

for communicating the mobile data. Lee et al. [15] presented

a mobile offloading technique that used IP mobility. The

highlight of this protocol was that it used distributedmobility

anchors and provides selective data offloading.

In another work, Xiaofeng et al. [16] also proposed an

opportunistic protocol. They put forward a subscribe-and-

send architecture to be used by a user on content service

providers. Iosifidis et al. [17] presented an iterative double

auction mechanism to offload the mobile data throughWi-Fi

access points (APs). The auction mechanism considers the

benefits for mobile service providers and AP’s offloading

cost. The authors considered various challenges including

the interference of APs. In a similar approach, Gao et al. [18]

presented a bargaining approach that includes mobile net-

work operators and AP owners. The authors presented two

different bargaining protocols, namely sequential bargaining

and concurrent bargaining. The authors used the scenario

when multiple APs form a group and used Nash bargaining

theory for finding a solution with benefit to mobile operators

and group of AP owners.

Trestian et al. [19] discussed various challenges for

network selection using game theoretic approach. The

authors analyzed and compared the existing game theoretic

approaches and outlined the problems and solutions in

various network scenarios. Aijaz et al. [5] presented a

survey and discussed the options for mobile offloading.

They have discussed offloading through Wi-Fi via femto-

cells, using WiMAX and by IP flow mobility. They have

also studied offloading via opportunistic communication.

In an another study, Choi et al. [20] studied the increase in

the mobile traffic in the years to come. They have dis-

cussed the alternative means of data transfer by using Wi-

Fi and LTE and suggested their use for better efficiency.

Kumar et al. [21] presented a Bayesian coalition game

for contention-aware data forwarding in vehicular mobile

cloud. The authors used the concept of learning automata

for reliable data forwarding. In an another scheme [22], the

Bayesian coalition game was used for the Internet of

things. The authors used the concept of game theory and

learning automata to compare the performance of Bayesian

coalition game. The concept of stochastic coalition game

has been used by [23] for the data dissemination in

vehicular cyber-physical environment. In another work,

Bali et al. [24] have used the concept of clustering for data

dissemination in vehicular cyber-physical environment.

Another scheme proposed by Wang et al. [25] uses the

concept of mixed integer programming for offloading the

mobile data. The authors used both vehicles and Wi-Fi AP

for offloading the data. All the existing schemes unani-

mously agreed on the fact that the mobile data traffic is

increasing exponentially and that there is a requirement for

using offloading techniques. Most of the authors suggested

the use of Wi-Fi, and many others suggested the use of

LTE, WiMAX, femtocells using vehicular networks. To

the best of the authors’ knowledge, none of the existing

schemes have used game theoretic approach and combined

both vehicular and Wi-Fi offloading. A detailed compar-

ison of the existing schemes is presented in Table 1.

3 System model

The following section discusses the network model used in

the proposed work. Also, the problem formulation is

described with associated constraints.
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3.1 Network model

Vehicles are assumed to move in the network according to

Poisson distribution, and inter-arrival time is distributed

according to exponential distribution [8, 26]. As depicted in

Fig. 1, the mobile data have to be transferred from source, S,

to destination, D. Due to heavy congestion in the network,

there is a possibility that the data might not reach the

intended receiver on time. The problem becomes even more

severe in peak hours. Hence, the alternate means to com-

municate the data is depicted in Fig. 1. There are two

possibilities to communicate the data, namely through Wi-

Fi APs and through vehicular network. The APs and RSUs

are assumed to be already deployed in the network and need

no further infrastructure installation. The communication

through vehicular network is possible using IEEE 802.11

a/b/g and IEEE 802.11p or wireless access for vehicular

environment (WAVE) protocols. Additionally, there are

various dedicated short-range communication (DSRC)

protocols defined for the efficient transfer of information

among vehicles and between vehicles and RSUs.

The mobile phones are assumed to be equipped with

GPS sensors, which give them the knowledge of the net-

work. This knowledge allows the mobile devices to locate

the nearest vehicles, RSUs, and APs. The various param-

eters are used for calculating the payoff of the vehicle and

nearest AP. The payoff or utility of the vehicle or AP and

in turn the value of the parameters decides which next node

is to be chosen for offloading. One of the parameters is the

area of the network. There are two types of areas consid-

ered in the network, namely sparse and dense. The network

area is sparse if there are less than j vehicles in the square

unit area surrounding the origin of message.

The vehicles considered in the proposed scheme are

equipped with OBUs to communicate with other vehicles

and RSUs. The GPS devices and modern navigation

equipments are assumed to be installed in the network to

assist the vehicles in communication. Also, the vehicle is

having high computation and storage capabilities for

offloading the mobile data in real time. As the batteries in

vehicles are charged by fuel, there is no constraint on the

energy of the vehicles. The network considered in the

Table 1 Comparison of existing schemes with the proposed scheme

Scheme Offloading

using

Wi-Fi

Offloading

using

vehicles

Offloading

using any

other technique

Technique Vehicular

density

Distance Transfer

rate

Mobile

data

traffic

Vehicular

speed

Li et al. [8] 7 4 7 Opportunistic ND ND ND ND ND

Yong Li

et al. [10]

7 7 Mobile helpers Disruption-

tolerant

network

ND ND ND ND ND

Cheung

et al. [11]

4 7 7 DAWN

algorithm

ND ND ND ND ND

Novo et al.

[12]

4 7 Mobile smart

loading, smart

cells

Redirect and

manage

ND ND ND ND ND

Kang et al.

[13]

4 7 7 Third-party AP ND ND ND ND ND

Han et al.

[14]

4 7 Bluetooth Opportunistic,

social

ND ND ND ND ND

Lee et al.

[15]

7 7 Mobile anchors Distribution ND ND ND ND ND

Xiaofeng

et al. [16]

4 7 7 Peer-to-peer

communication

ND ND ND ND ND

Iosifidis

et al. [17]

4 7 7 Double auction

mechanism

ND ND ND ND ND

Gao et al.

[18]

4 7 7 Bargaining ND ND ND ND ND

Choi et al.

[20]

4 7 WCDMA, WIBRO ND ND ND ND ND ND

Wang et al.

[25]

4 4 7 Mixed integer

programming

0–2500 (per

100 m2)

296–304

m

0–3

(M/s)

0–45

(M)

10–80

Km/h

Proposed 4 4 7 Game theory 50–650 500–3000

m

3 M/s 11

Mbps

10–100

Km/h

ND not defined
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proposed work consists of both sparse and dense regions.

Hence, the scheme is practically applicable for both the

environments (Table 2).

3.2 Background on game theory

The game theory has wide applicability and has been used

for offloading mobile data using VANETs. There are three

important components in game theory, namely the players,

the strategy space, and the actions [23]. In the proposed

scheme, there are two players, i.e., vehicles and APs. The

utility or payoff function is associated with each player

whose value depends upon the actions taken by all the

players. In the proposed scheme, the utility of vehicle

depends upon five factors, namely the connectivity, the

density, the distance from destination, the speed, and the

direction of the movement. However, the utility of AP

depends on four factors, namely the distance between

destination and AP, the bandwidth available, the area of the

network, and the communication range of AP. The detailed

description on how these factors affect the utility is

explained in Sect. 4.

The strategies and strategy space are stored in dis-

tributed hash table (DHT) for faster access and computa-

tion of utilities for the players. It is assumed that the

players in the game are rational and selfish. The rational

behavior implies that the players take decision based on the

knowledge of the information of other players. However,

the selfish behavior means that the players want to maxi-

mize their utility. More details of game theory concepts can

be seen in [21–23].

3.3 Problem formulation

This section discusses the constraints and challenges used

in formulating the problem. There are constraints for the

movement of the vehicle, the communication range of the

vehicles, and the location of APs. Additionally, there is a

constraint in the size of data that can be offloaded by

Fig. 1 Network model used

Table 2 Symbols and their meaning

Symbol Meaning

m Velocity

s Distance

q Density

f Vehicle range

, AP range

n Data size

H End-to-end delay

N Extra messages generated

@ Message speed

! Message progress

- Objective function
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vehicles. These constraints are defined in the following

Eqs.

0� m� mmax ð1Þ

0� f� fmax ð2Þ

0� ,� ,max ð3Þ

0� n� nmax ð4Þ

Equations (1)–(4) emphasize that values for the velocity,

vehicle range, AP range, and the data size must not exceed

the maximum permissible limits. Moreover, in order to

have the best user experience, the offloaded data must

satisfy the quality of service (QoS) parameter, namely the

message must not be dropped and it should reach the

destination with minimum end-to-end delay. These con-

straints are defined in the objective function as follows.

- ¼ min Hþ Nþ !�1 þ @�1
� �

ð5Þ

The objective function defined in Eq. (5) emphasizes that

the end-to-end delay and the generation of extra messages

must be minimized and message speed and message pro-

gress must be maximized. There are several constraints and

challenges for achieving this objective. A practical sce-

nario of data offloading is depicted in Fig. 2. As depicted in

the figure, duration of data transfer decreases with an

increase in the velocity. The decrease is expected because

the time for the availability of the communication link

decreases with an increase in the velocity vehicle. More-

over, the total data offloaded increases initially with the

mobility of the vehicle because the higher velocity vehicle

has larger communication range and can communicate

large data to the destination. However, when the vehicle

velocity increases beyond 70 Km/h, the communication

link becomes unstable and cannot communicate larger

data.

Hence, there is a requirement of a new solution that can

exploit the existing infrastructure of vehicular and Wi-Fi

AP. The solution must take into account the real-time

parameters and meeting the QoS requirements. The pro-

posed solution aims at satisfying the objective function and

the requirements using the game theoretic approach.

4 Proposed scheme

The following section describes the proposed scheme. The

scheme takes intelligent decision whether to offload the

cellular data and which AP or vehicle to be used in dis-

seminating the data. The decision to choose next node

depends upon the utility of the nearby nodes. There are two

types of offloading, namely offloading using vehicles,

using Wi-Fi, and combination of both. The following

segment describes the various factors used to take deci-

sions about offloading.

4.1 Offloading using vehicles

The vehicles are considered a good option for offloading

because of their high computational, communication, and

storage capabilities. There is no need to deploy additional

network apart from RSUs, which can be used for data

dissemination. Even if the RSUs are not in proximity, still

IEEE 802.11 p standard can be used to communicate using

V2V communication. The source, S, has to decide which

vehicle to be used to offload the data based on the utility of

each vehicle in the vicinity. The factors on which utility of

vehicles in VANET is decided are as follows:

1. Connectivity to the destination

2. Density of the vehicles

3. Distance from the destination

4. Speed of the vehicle

5. Angle of movement of the vehicle

Each of these components is discussed in detail as follows.

4.1.1 Connectivity to the destination

The connectivity to the destination is decided based on the

distance to be traveled in store-carry-forward way. If the

path to the destination is reachable from the current posi-

tion of the vehicles, then the connectivity is considered as 1

[27]. However, if the vehicle has to move before being able

to transfer the message to the vehicle which carries to the

destination, the connectivity is non-unity. Hence, the lesser
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the value of connectivity, the better the chances for vehicle

to meet the QoS requirements.

A diagram depicting the calculation of connectivity of

the vehicle is presented in Fig. 3. As depicted in the figure,

the S having throughout communication to the destination

is having connectivity value of 1. Second and third sce-

narios depicted in Fig. 3b, c are not having full commu-

nication connection to the destination. In second scenario,

the closest vehicle to the destination is expected to move

the distance on unit communication range in store-carry-

forward way. This incurs additional time to transfer the

data and experiences connectivity value of two. In the third

scenario, a distance of two communication range has to be

covered by store-carry-forward way; hence, the connec-

tivity is three. In forth scenario, the intermediate vehicle

has to travel two-unit distance, and once the data are

communicated to next vehicle, there is availability of

communication nodes after that. This makes the connec-

tivity of three. The usage of connectivity for calculating the

utility of vehicle has to be scaled down using a constant

factor a. As connectivity (Con) is inversely proportional to

the utility of vehicle ðUvÞ, i.e., higher connectivity denotes

lesser utility, its contribution is as follows:

Uv _
a

Con
ð6Þ

Equation (6) signifies that the utility of the vehicle is

inversely proportional to the connectivity.

4.1.2 Density of the vehicles

Density of vehicles is another important factor which

affects the time taken to communicate the data to the

destination. The density of vehicles is determined by the

average number of vehicles in unit cross section in the path

from source to destination. Higher is the density, higher is

the probability to disseminate the message. Low density

signifies that the message is likely to be communicated in

store-carry-forward manner. This consumes extra time and

is undesirable for offloading. Hence, the utility of vehicle is

directly proportional to the density of vehicles (q). A

scaling factor b is multiplied for normalization of utility of

vehicle (Uv).

Uv _ bq ð7Þ

Equation (7) signifies that the utility of the vehicle is

directly proportional to the density of the vehicles in the

concerned area.

4.1.3 Distance from the destination

The distance from the destination gives an estimate of

minimum time that is required to communicate the data.

The smaller distance implies that if all other parameters are

constant, the time taken would be lesser than time taken by

vehicle having larger distance. Hence, utility of vehicle is

inversely proportional to the distance (Dist) of vehicle from

destination. A scaling factor c is multiplied to normalize

the impact of Dist on the utility.

Uv _
c

Dist
ð8Þ

Equation (8) signifies that the utility of the vehicle is

inversely proportional to the distance of the vehicles from

the destination.

4.1.4 Speed of the vehicle

The speed of vehicle is used for communicating the mes-

sage to the other situated vehicle when the other vehicle is

not in communication range. The other important situation

when speed of vehicle is crucial factor is the condition of

sparse distribution of vehicles. In such situations, the

message is communicated in store-carry-forward manner,

and higher speed vehicles are an advantage. Even in reg-

ular density, the speed plays a crucial role in offloading the

mobile data. Intuitively, the payoff of vehicle is directly

proportional to the speed of the vehicle (Spd). A constant

factor d is multiplied to normalize the impact of speed for

calculation of utility.

Fig. 3 a Connectivity = 1, b Connectivity = 2, c Connectivity = 3,

d Connectivity = 3
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Uv _ dm ð9Þ

Equation (9) signifies that the utility of the vehicle is

directly proportional to the speed of the vehicle.

4.1.5 Angle of movement of the vehicle

The angle of movement is a complementary factor to the

speed of vehicle. Higher speed must be in conjunction with

the movement forward in right direction. The angle of

movement is measured by taking reference to the imagi-

nary line joining the vehicle and the destination (D). If the

vehicle is moving toward the D, the angle would be less

and vehicle moving away from the destination has larger

angle. The calculation of angle is depicted in Fig. 4, where

S, D, and Dir are source, destination, and direction of the

movement of the source vehicle. The D can be a vehicle or

can be a general mobile device or any smart phone. If the D

is a mobile device or a vehicle, its instantaneous position is

taken as a reference. The angle made by the moving

direction of S vehicle to the reference is h. Utility of

vehicle is inversely proportional to h, i.e., the lesser the

value of h the higher the utility. A constant n is used for

normalization.

Uv _
v
h

ð10Þ

Equation (10) signifies that the utility of the vehicle is

inversely proportional to the angle of the vehicle to the

destination.

The angle h would be zero when the vehicle is moving

in the direction of the D. To cater this, the minimum value

of h is considered as unity.

h ¼
1 if h ¼ 0

h otherwise

�
ð11Þ

To summarize, (Uv) is directly proportional to density and

the speed of moving vehicle. It is inversely proportional to

the connectivity, distance from destination, and angle made

with the destination. The normalization factors a; b; c; d;
and v are used. The following equation denotes the utility

of the vehicle in the proposed solution.

Uv ¼
a

Con
þ bqþ c

Dist
þ dmþ v

h
: ð12Þ

4.2 Offloading using AP

Wi-Fi access points (APs) are assumed to be located at

major locations of cities. These can be utilized for sharing

the burden of mobile data towers, especially during peak

hours. This segment elaborates the possibilities of

offloading using AP and the calculation of utility associ-

ated with each AP. There are various factors on which the

utility of AP is dependent upon. These are summarized as

follows and discussed in detail.

1. Distance of destination from AP

2. Bandwidth available

3. Area of the network

4. Communication radius of AP.

4.2.1 Distance of destination from AP

The distance of AP from the destination is a parameter for

deciding the estimated time in delivering the message.

Lesser the distance signifies better assurance of meeting

QoS parameters. If all the parameters are same, the AP

nearer to the destination is selected for offloading. Hence,

the utility of AP (UAP) is inversely proportional to the

distance to destination ðDistAPÞ. A scaling factor g is used

for normalization.

UAP _
g

DistAP
ð13Þ

Equation (13) signifies that the utility of the AP is inver-

sely proportional to the distance of the AP from the

destination.

4.2.2 Bandwidth available

Another important factor for calculating the utility is the

available bandwidth. Different AP will be having having

different maximum bandwidths. In a vicinity, if all the

nearby APs are having same maximum bandwidth still, the

available bandwidth varies. This is because each AP might

be serving different nodes; hence, the bandwidth available

might be different at various times of the day. Higher

Fig. 4 Angle of movement of the vehicle
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availability of bandwidth allows faster communication

between source AP (SAP) and progressive AP or to the D.

Hence, the utility is directly proportional to the available

(B). A constant factor n is used for normalization.

UAP _ nB ð14Þ

Equation (14) signifies that the utility of the AP is directly

proportional to the bandwidth available.

4.2.3 Area of the network

The area of the network can be sparse or dense depending

upon the location and time of the day. A network can be

dense in peak rush hours and can be sparse during night

times or off-peak hours. However, there is no concrete

classification that the network is dense or sparse. So, the

value of the area of the network varies from 0.1 to 1. The

more the density of nodes in the network is assigned, the

value is closer to one. The less dense network will have

value closer to 0.1. The lesser dense network is desirable

because it gives higher probability for AP to communicate

in less time. In the more dense networks, there are

chances of other nodes seeking the service of the AP.

Hence, the utility of AP is inversely proportional to the

area of the network (Ar). A constant factor . is used for

normalization.

UAP _
.
Ar

ð15Þ

Equation (15) signifies that the utility of the AP is inver-

sely proportional to the area of the network.

4.2.4 Communication radius of AP

It is assumed that all APs are having same communication

range. The actual communicable distance may be less than

maximum because of the fading and interference due to

surrounding buildings, trees, lamp posts, or other con-

structions. The obstructions are quantified by the impact on

the communication radius. Hence, higher obstructions are

undesirable and inversely affect the QoS factors. The utility

is directly proportional to the communication radius (R) of

the AP. A scaling constant factor w is used for

normalization.

UAP _wR ð16Þ

Equation (16) signifies that the utility of the AP is directly

proportional to the communication radius of the AP. To

summarize, UAP is directly proportional to the bandwidth

available and communication radius and inversely pro-

portional to the distance from destination and the area of

the network. Hence, following equation holds.

UAP ¼ g
DistAP

þ nBþ .
Ar

þ wR : ð17Þ

4.3 Proposed algorithm

The sequence of steps for the proposed scheme is presented

in Algorithm 1. In order to offload the data, the best node is

selected in the real time. The nearest vehicle and AP are

known to the user using GPS. The mobile device probes the

nearest vehicle and AP for various parameters and com-

putes their utility. The vehicle or AP having higher utility

is selected, and the current utility is updated. If the current

utility is greater than threshold, the node is selected to

offload the data. The selected AP or vehicle calculates the

nearby nodes for their payoffs and selects the node having

higher utility. The same procedure is followed, and the

vehicle or AP having higher utility is selected in the

direction to the destination. This process continues till the

destination is reached and the intermediate nodes are

returned to the source. The source decides whether to do

offloading depending upon the QoS requirements fulfilled

by the offloaded route by adjusting the threshold of current

utility.

The step-by-step description of Algorithm 1 is pre-

sented in the following segment. The algorithm takes the

source (S) and destination (D) as inputs and returns the

offloaded path. The function Moff is created (line 1),

which takes the S, and D as input variables. The vehicles

in range of S are calculated (line 2) following which the

maximum utility for vehicle is assigned as 0 (line 3). The

algorithm calculates the utility of each vehicle, and

maximum utility is assigned to Uvmax (lines 5–12). The ID

of vehicle having maximum utility is stored in variable p.

Similarly, the AP having maximum utility is calculated

and stored in UAPmax (lines 16–23). The maximum utilities

of vehicle and AP are compared (line 24). If vehicle (Vp)

is having higher utility (UVp) and the destination is not

reached, the current utility is updated (lines 24–27). If the

current utility is greater than threshold, function Moff is

called recursively (lines 29–36). Similarly the Moff

function is called (lines 37–48) if AP (APq) is having

higher utility (UAPq) than threshold. The procedure con-

tinues recursively, and the path from S to D is returned

(line 50).
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4.4 Mathematical analysis

As the data are offloaded, two quantities are quantified by

numerical analysis, namely

1. The maximum data that can be communicated ðKÞ.
2. The time the communication link remains active for

offloading ðXÞ.

The inter-arrival time of vehicles is distributed according to

exponential distribution. The vehicles arrive at a rate of k
per unit time. Hence, the probability density function is

computed by following equation [28].

f ðtÞ ¼ ke�kt t� 0

0 t\0

(

ð18Þ

In order to communicate K units of data, the link must be

active for that time. Assuming that rest of the parameters

remain stable, the probability that at least K units is com-

municated within t time is
Z t

0

f ðxÞ ¼
Z t

0

ke�kx ð19Þ

¼ 1� e�kt ð20Þ

K ¼ 1� e�kt ð21Þ

where t is the communication time.

In order to offload the data while achieving the minimum

QoS standards, the link must be active till the next vehicle

arrives in the network. Suppose the vehicle i is moving with

mi velocity and the communication range is f. In order to

successfully offload the data to the vehicle j at x distance

apart by moving at mj velocity, vehicle i has limited time.

t ¼
t1 ¼

fþ x

mi � mj

t2 ¼
f� x

mi � mj

8
>>><

>>>:

ð22Þ

t2 � t� t1 ð23Þ

Hence, the probability is that there is successful offloading

of the data in the scenario with k as exponential arrival rate.

Pðt2 � t� t1Þ ¼
Z t1

t2

f ðxÞ ¼
Z t1

t2

ke�kx ð24Þ

¼ ½1� e�kt�t1t2 ð25Þ

¼ e�kt2 � e�kt1 : ð26Þ

5 Simulation results

Toevaluate the performance of the proposed scheme, extensive

simulations are performed. The detailed description of the

simulation settings and results obtained is described as follows.

5.1 Simulation settings

An area of 10 9 5 Km of Patiala city was taken on which 5

APs and 10 RSUs were deployed at different locations.

Vehicles were assumed to move in the area with vehicle
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density varying from 50 to 650. The speed of vehicles was

confined in the limit of 10 to 100 Km/h. The mobile data

were offloaded using APs and vehicles. The standards used

were IEEE 802.11 b and IEEE 802.11 p with frequency of

2.4 GHz. The maximum data rate used for communication

was 11 Mbit/s. The simulations were allowed to run for

650 s, and each test run was repeated 50 times, and an

average was taken for producing the results. Two different

topologies were considered for evaluation of the proposed

scheme, namely dense and sparse. The dense topology has

higher connectivity from S to D, while sparse topology is

intermittently connected (Table 3).

The following parameters are evaluated to check the

effectiveness of the proposed scheme.

1. Message progress: It is the average additional area

covered in one hop. It is calculated as the fraction of

total distance between S and D to the number of hops.

Message progress ¼ DSD

Nhop
ð27Þ

2. Number of extra packets exchanged: It is the number

of hello packets and acknowledgment packets

exchanged in the duration of starting of the transmis-

sion of data till the data are received at D.

3. Message dissemination speed: This quantity signifies

the distance traveled by the data in unit second. An

average distance traveled from S to D is taken for

calculating the speed.

Message dissemination speed ¼ DSD

timeSD
ð28Þ

4. End-to-end delay: It is the time taken for transmission of

data from S to D. It is an important QoS factor and must

be minimized for success of a scheme (Figs. 5, 6).

5.2 Performance evaluation

The following segment describes the results of simulations

performed under various metrics (Table 4). Every result is

compared with the two state-of-the-art protocols, namely

GPCR [29] and GyTAR [30].

5.2.1 Message progress

As described earlier, message progress describes the frac-

tion of area covered as the data traverse from S to D. In

Table 3 Test data generated

from SUMO
Data ID Size of data Vehicle ID Vehicle utility AP ID AP utility Next hop Time (s)

D1 45 V3 0.63 A19 0.2 V3 0.3

D3 105 V9 0.81 A5 0.7 V9 12

D4 31 V17 0.69 A3 0.91 A3 91

D5 65 V14 0.72 A12 0.51 V14 31

D6 29 V1 0.45 A7 0.89 A7 45

D7 67 V6 0.22 A16 0.92 A16 103

D9 89 V19 0.68 A1 0.83 A1 29

D11 79 V21 0.91 A6 0.71 V21 146

D14 82 V18 0.15 A13 0.65 A13 179

D15 29 V42 0.62 A11 0.54 V42 215

D17 62 V31 0.33 A15 0.77 A15 3.4

D19 32 V25 0.95 A23 0.31 A23 19

D23 29 V28 0.81 A5 0.29 V28 54

D62 62 V37 0.45 A2 0.82 A2 109

Fig. 5 Sumo map of Patiala city
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case of dense network, when the vehicle density is low, the

message progress is low. It increases sharply with the

vehicle density, which is justified from the fact that higher

vehicles allow more radius of area to be covered by the

transmitted data. As the density reaches to 500 vehicles, the

rise in message progress is low. The similar trend is

observed by GPCR, GyTAR, and the proposed scheme.

However, the proposed scheme has higher message

progress as compared to other two schemes. When the

density is around 100 vehicles, the message progress is 75,

76, and 77 %, respectively, for GPCR, GyTAR, and the

proposed scheme. It increases to 87 % when density is 250

vehicles and 92 % when density is 400 vehicles for the

proposed scheme. However, progress is 80 and 84 % for

density of 250 vehicles and 86 and 90 % at the density of

400 vehicles for GPCR and GyTAR, respectively. The

progress stabilizes to 90, 92, and 93 %. respectively, at the

density of 500 vehicles and marginally increases to 92, 93,

and 95 % for GPCR, GyTAR, and proposed scheme at the

density of 650 vehicles. The graph depicting the variation

in message progress for dense network is presented in

Fig. 7.

In case of sparse network, the message progress is low

which is due to the fact that less number of vehicles is

available to carry forward the data. The message progress

is as low as 57, 67, and 71 % for GPCR, GyTAR, and

proposed scheme at density of 100 vehicles. The increase is

marginal for GPCR, which ultimately reaches maximum of

66 % at the density of 650 vehicles. The trend for GyTAR

and proposed scheme is different where progress rises to 79

and 82 %, respectively, at density of 300 vehicles and

further increases to 84 and 89 %, respectively, at density of

500 vehicles. The progress of GyTAR, however, increases

marginally to 85 % at 550 vehicle density and then reduces

Fig. 6 Topologies in the network, a sparse connectivity and b dense connectivity

Table 4 Simulation settings

Parameter Value

Simulation area 10 9 5 Km

Minimum vehicle density 50

Maximum vehicle density 650

Minimum vehicle speed 10 Km/h

Maximum vehicle speed 100 Km/h

Wi-Fi standard IEEE 802.11 b

Vehicular communication standard IEEE 802.11 p

Frequency 2.4 GHz

Data rate 11 Mbit/s

Number of AP 5

Number of RSU 10

Simulation time 650 s

Number of repetitions 50
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Fig. 7 Message progress: a dense network and b sparse network
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to 83 % at the density of 650 vehicles. The same trend is

observed for the proposed scheme where the progress drops

to 86 % at density of 650 vehicles. This is because of large

number of extra packets generated and the packet drop

which reduces the progress. Figure 7 depicts the variation

in message progress for sparse networks.

A comparison showing the message progress with

initial S to D distance is presented in Fig. 8. Figure depicts

that the progress is nearly same for GPCR, GyTAR and

proposed schemes when the initial distance is 500m but

decreases sharply for GPCR and GyTAR as the distance

increases. This is because of the fact that lesser distance is

traversed in fewer hops and covering larger percentage of

area. The uncovered area increases with the increase in

S to D distance for GPCR and GyTAR. The progress for

GPCR reduces to 80 % with distance of 1000 m and

reduces to 65 % as the distance approaches 2000 m. The

progress ultimately reaches below 60 % with increase in

distance to 3000 m. In a similar trend, GyTAR experi-

ences progress of 84 % at 1500 m distance and 75 % at

2500m distance. The proposed scheme maintains progress

of above 90 % throughout the simulation because of use

of higher payoff vehicles to communicate the data. This

not only reduces the number of hops but increases the

coverage also.

5.2.2 Extra messages exchanged

There are several messages exchanged in the course of

transfer of data from S to D. These include hello packets

for getting the information about the neighboring nodes

and maintaining the network. Another important type extra

message is acknowledgment message, which notifies the

S about the reception of data at the D. Figure 9 depicts the

number of extra messages exchanged from starting of data

dissemination till reception of data at the D. In dense

network, the messages exchanged by GyTAR increase with

density, while messages exchanged by GPCR decrease

with increase in vehicle density. This is because of the

property of these schemes that GyTAR exchanges more

extra messages with higher density of vehicles while GPCR

exchanges less extra messages. The proposed scheme ex-

changes nearly same extra messages with increase in

vehicle density. The extra messages exchanged by pro-

posed scheme are less because the knowledge of location

nearby vehicle is known using GPS and only favorable

vehicles having higher utility are probed for communicat-

ing the data. This does not increase rapidly with increase in
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vehicle density. In case of dense networks, the GyTAR

exchanges 27 messages and GPCR exchanges 22 messages

when vehicle density is low. At moderate vehicle density

of 300 vehicles, the messages exchanged are 21 and 30 for

GPCR and GyTAR, respectively. This increases to 19 and

37 for GPCR and GyTAR, respectively, at high vehicle

density of 650 vehicles. The extra messages exchanged for

proposed scheme were found to vary between 15 to 18

messages throughout the vehicle density variations.

The trend remains the same even in sparse networks, but

the absolute values of message exchange are higher. The

trend remains the same because the underlying schemes are

the same. There is an increase in number of messages

exchanges because of intermittently connected networks in

sparse environment. To counter the intermittent nature,

extra messages are exchanged. The extra messages

exchanged by GyTAR are 40 for 100 vehicle density and

increase to 45 with 350 vehicle density. There is a drop in

number of messages exchanged in GyTAR scheme because

of reaching an optimal situation at 550 vehicles in the

network. At this density, the number of packet exchanged

drops to 42 which again increases to 46 at vehicle density

of 650 vehicles. The extra messages exchanged by GPCR

are 31 when density is low and gradually reduces to 29

when vehicle is high in the network. The proposed

scheme exchanges 21 messages at low distribution of

network and gradually increases to exchange 26 messages

at 400 vehicle density. After this, there is no significant

impact on extra messages exchanged in proposed

scheme with the increase in vehicles in the network. The

extra messages exchanged remain 26 at vehicle density of

650. The variation in extra messages exchanged is depicted

in Fig. 9.

5.2.3 Message dissemination speed

The distance traversed by vehicles in unit second is sig-

nified by the message dissemination speed. The message

dissemination speed for dense networks is depicted in

Fig. 10. The proposed scheme selects the vehicles or APs

that have highest payoff and are moving in the direction of

the destination. Hence, the scheme is able to propagate the

largest distance in smallest time. The message dissemina-

tion speed increases for proposed scheme as density

increases because there are more vehicles available, and a

choice is presented to select the best vehicle to traverse the

distance toward the destination. A similar reason justifies

the increase in message dissemination speed for GyTAR as

a choice is presented to select the best vehicle to move

larger distance in least time. However, the message dis-

semination speed parameter decreases with increase in

vehicle density for GPCR because there is higher hand-off

in transmitting the data from one vehicle to another. For

dense networks, the distance traversed by GPCR, GyTAR,

and proposed scheme is 260, 300, and 325 m/s, respec-

tively, for 100 vehicles in network. The parameter’s values

for GPCR, GyTAR and proposed scheme at 300 vehicle

density are 255, 355, and 380 m/s, respectively. The

message dissemination speed achieves a value of 425 m

traversed in one second by proposed scheme at a vehicle

density of 650 vehicles. However, at same density the

values of message dissemination speed are 235 and

370 m/s for GPCR and GyTAR, respectively.

When the network is having sparse connectivity, the

message dissemination speed decreases after certain

vehicular density. This is because of the fact that too many

messages are getting dropped in the network and
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Fig. 10 Message dissemination speed: a dense network and b sparse network
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intermittent connections result in reduction in message

dissemination speed. The parameter attains a value of 250,

260, and 272 m in unit second for GPCR, GyTAR, and

proposed scheme when the vehicle density is 100 vehicles.

This value increases for proposed scheme and reaches a

maximum of 300 m/s at 300 vehicle density and reduces to

280 m/s at 450 vehicle density and remains constant at this

speed thereafter. A similar trend is observed for GyTAR,

for which the speed attains a maximum of 270 m in unit

second at a density of 200 vehicles. After that the value of

message dissemination speed reduces gradually to 245 m/s

at the density of 650 vehicles. The parameter value for

GPCR reduces from 250 to 220 m/s as the vehicle density

increases from 100 to 650 vehicles. The variations in

message dissemination speed with vehicle density are

depicted in Fig. 10.

5.2.4 End-to-end delay

End-to-end delay increases with the increase in vehicle

density. This is because of extra messages exchanged to

maintain the network which results in frequent drop in the

packets and thus higher delay. The delay is even higher

when the network is sparsely connected, and there is not

enough connectivity. The variation in end-to-end delay is

depicted in Fig. 11. When the scenario is dense, at the

density of 100 vehicles the delay is 2 and 5 s for GyTAR

and GPCR, respectively. The delay increases to 3.2 and 6.5

s for GyTAR and GPCR, respectively, at the density of 400

vehicles. This value increases exponentially thereafter to

reach 4.5 and 9 s, respectively, at density of 650 vehicles.

The delay value for the proposed scheme increases grad-

ually but is always less than 1 s even when the density is

650 vehicles. The delay is less for the proposed

scheme because only selected vehicles and APs are used in

communication. The selected vehicles and APs are having

highest utility, and thus, the scheme incurs least delay in

transmitting the message from S to D.

The delay for sparse network is higher as compared to

dense networks. When delay of GyTAR in sparse network is

compared with that of dense scenario, the delay is initially 3 s

as compared to 2 s. As the vehicle density increases, the delay

also increases and reaches 4 s at 300 vehicle density in sparse

network as compared to 2.9 s in dense network. Similarly, the

delay reaches 5 seconds in sparse networks when vehicle

density is 650, but delay is 4.5s at same density which is

dense scenario. Not only GyTAR, GPCR, and proposed

scheme also experience higher delay in sparse scenario as

compared to dense scenario. The proposed scheme has delay

of 0.5 s when density is 300 and 1 s when the density is 500

vehicles. The delay value reaches 1.5 s at density of 650

vehicles, but still the delay is far less than GyTAR and GPCR

at similar conditions.

The variations in end-to-end delay with increasing initial

S to D distance are depicted in Fig. 12. When the distance

between S and D increases, the delay also increases

because the data have to traverse larger distance. The

increase is less in the proposed scheme in which the end-to-

end delay remains under 1 s even when the distance

increases to 3000 m. The other schemes, namely GyTAR

and GPCR, face higher delay and encounter a delay as high

as 4.4 and 8 s, respectively, at 3000 m initial distance. Not

only at high distance, even when the distance is only 500 m

the delay experienced by them is 2 and 4 s, respectively.

In another experiment, data of constant size are trans-

mitted from S to D throughout the simulation time. The
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Fig. 11 End-to-end delay: a dense network and b sparse network
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end-to-end delay is recorded at each instant of time and

plotted in Fig. 12. There is a variation of more than 3 s

delay in GyTAR and GPCR schemes at different instances

of time, while the proposed scheme maintains delay of less

than 1 s throughout the simulation time. The variations in

GyTAR and GPCR are because of network settlement,

availability of forwarding vehicles, and drop of packets

because of either less vehicles or excess of vehicles in the

network. The proposed scheme is least affected by these

factors and hence is most reliable in terms of delay incurred

from S to D.

Table 5 depicts the % improvement in the proposed

scheme as compared to GyTAR and GPCR. Hence, the

proposed scheme achieves the QoS factors like time and

progress better than other existing state-of-the-art schemes.

6 Conclusion and future work

The data exchange using mobile networks is increasing and

may increase many fold in the years to come. A novel

solution to solve this problem using data offloading by

vehicles and Wi-Fi AP is presented in this paper. The

proposed solution uses the game theoretic approach to

calculate the utility of the nearby vehicles and APs based

on the real-time parameters. The calculated utility is used

to select the most favorable node for data offloading.

Results indicate that the higher message progress and dis-

semination speed are achieved by the proposed scheme.

Not only this, important QoS parameters are met with

minimum end-to-end delay and extra packets generated.

The scheme is compared with existing state-of-the-art

protocols and found to achieve better results in real time.

In the future, the authors would implement the proposed

scheme in real-world scenario and check its practical

implications.
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