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Abstract Reconfigurability and parallel computing

capability of field programmable gate array (FPGA) devi-

ces are highly exploited in real-time digital image and

video processing applications. In this field, real-time traffic

road signs detection systems present a huge interest since

they help to assist drivers and decrease accidents. In this

paper, we propose an FPGA-based hardware implementa-

tion of road signs detection and identification system. The

proposed system can achieve real-time video constraints

while assuring a high-level accuracy in terms of detection

rate. The performance of the system in terms of processing

latency was evaluated relatively to the reaction distance,

the braking distance and the vehicle speed. The evaluation

results show that our system can support real-time driving

conditions until the speed of 110 km/h. To prove the

validity of the proposed implementation, a hardware co-

simulation strategy was applied. This is based on the use of

Matlab/Xilinx system generator. A comparison of the co-

simulation results shows the effectiveness of the developed

architecture.

Keywords Road sign detection and identification �
FPGA � Real time � Hardware implementation � Xilinx
system generator � Hardware co-simulation

1 Introduction

Passenger safety has become the primary interest of auto-

mobile factories, since the number of people killed in

traffic accidents is tragically increasing. It begins with

basic airbags till revolutionary motion sensors, cameras,

and various computer-aided driving technologies [1, 2].

Driver assistance systems development is one of the most

popular research subjects in autonomous navigation, and a

lot of works are focusing on this topic. Most of the current

systems embedded on today’s vehicles are designed to help

the driver to avoid accidents and dangerous situations and

to ensure more comfort and energy efficiency. These sys-

tems present an electronic driving aid, like the anti-lock

breaking system (ABS), the system trajectory control (ESP

for ‘Electronic Stability Program’), and the automatic

parking cameras and mirrors.

A safe navigation requires that the vehicle be able to

detect the road edges, obstacles, etc., while respecting the

road signs. Sometimes, the drivers being not concentrated

do not see the sign in the right time. Therefore, an auto-

matic system for detection and recognition of road signs

would be of great interest. This seems an easy task because

panels follow a well-defined standard in terms of shapes,

colors, sizes and positions in the road. But, the reality is

different, due to various constraints related to the state of

these signs: they can be partially hidden or not perfectly

visible because of weather conditions, such as rain and fog

or because of the shadow of trees, buildings, or other

objects. All these problems can lead to a false detection of

the road signs or confusion with similar objects. In litera-

ture, different algorithms have been proposed for road sign

detection. In [3–5], color-based method was applied to

detect and extract red road signs. Shape-based algorithms

were applied in [6–9] using a large set of predefined
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templates to enforce the robustness of the system. In [10,

11], both image processing and machine learning algo-

rithms were refined to improve the performance of the road

sign recognition system.

Most applications of intelligent systems require high-

speed operations to support real-time constraints. By per-

forming these systems with only software implementation

a satisfactory performances cannot be obtained, especially

for complex and multi-techniques-based processing meth-

ods. Hardware implementation is necessary to ensure

execution time acceleration and satisfy real-time con-

straints [2].

In this paper, we propose the hardware design of a road

sign detection and identification system. The system design

is divided into four steps: (1) a pre-processing stage to

improve the image quality; (2) detection and extraction of

the potential region of interest representing a road sign; (3)

shape identification, (4) classification of the detected sign.

The proposed method is based on a combination of the

commonly adopted approaches in literature, while ensuring

a compromise between accuracy and processing time.

The rest of the paper will be divided into five sections.

In Sect. 2, some related works are presented. They include

processing approaches in addition to implementation

methods and tools used to embed the detection system into

a hardware device. A discussion about the technical choi-

ces (advantages and drawbacks) is also presented in this

section: color space choice, filter type choice, adaptive

thresholding, and the proposed technique for shape iden-

tification. In Sect. 3, the road sign detection and classifi-

cation algorithm will be presented in details. The algorithm

starts with a sequence of some standard image processing.

To reduce the light influence, we convert the RGB image to

an YCrCb one. A median filter is used to minimize noises

and then a segmentation step is performed to facilitate the

differentiation between objects and the background. A new

approach using some geometric characteristics will be

exploited to determine the panel shape among predeter-

mined forms. In Sect. 4, the hardware design phase is

presented through the definition of a Platform of Test made

within a specific dedicated library. The system is designed

and synthesized for the Xilinx Virtex-5 FPGA. The simu-

lation results and discussion of the obtained performances

are presented in Sect. 5. We end the paper by a conclusion

(Sect. 6).

2 Related works and the proposed system

It is difficult to compare the published works focusing on

traffic signs because the majority of the studies consider the

complete chain of detection, classification and tracking.

Few of them deal only with the detection part, which is in

fact the most important one. Even for the detection phase,

some articles concentrate on a specific road sign category

such as speed limit signs [12–14]. In literature, various

techniques of image processing are proposed for all these

steps and different techniques are used for the system

implementation.

In [2], a hardware implementation was performed on a

Xilinx Virtex-4 FPGA family. The described algorithm

was adapted for hardware implementation using the Han-

del-C language. The acquired image is transformed into the

HSV space, and then filtered with a median filter. Two

neural networks are then used for the sign detection and

recognition.

In [5], a parallel implementation was proposed for a

complete system for sign recognition with map fusion,

including localization and map matching, both on a mul-

ticore processor. The open multi-processing (OpenMP) on

a graphics processing unit (GPU) was applied using com-

pute unified device architecture (CUDA). Authors showed

that the success of localization and map matching can be

increased by employing a high number of particles and

real-time performance can be achieved only by

parallelization.

Other works used also a multicore processor or GPU to

implement their systems such as in [15] where an imple-

mentation of a traffic sign detection system on a multicore

processor is presented. In [12, 16, 17], researchers applied the

idea of using a graphics processing unit (GPU) as an embed-

ded co-processor for real-time detection of traffic signs.

In [18], the algorithm was written and validated in

software using the ‘‘Java’’ programming language. Authors

focused on solving problems of detecting and identifying

objects in an image. The proposed system detects traffic

signs in the video stream and tries to recognize them using

a knowledge base. Detection is done in the HSB color

space using fuzzy color segmentation. Afterward, detected

segments are analyzed by a fuzzy rule-based system.

In [19], authors present the implementation of an

embedded automotive system that permits to detect and

recognize traffic signs within a video stream. Xilinx

Embedded Development Kit (EDK) was used to enable the

quick creation of an on-chip embedded processor (Mi-

croBlaze) and user specific peripherals on a field pro-

grammable gate array (FPGA).

Many works such as those presented in [19, 20] con-

centrate on the methods more than on the hardware

implementation. In fact, the transition to a hardware

implementation is time-consuming and requires wide

knowledge in electronics. In addition, at each simple

modification in the model structure, the designer must go

through all hardware implementation and simulation steps,

which leads to a high cost and affects the time-to-market

delays [21].
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Several experiments of existent image processing tech-

niques were realized to obtain an efficient road sign

detection and identification system model. In Table 1, we

summarize the main treatments and characteristics of some

road sign detection methods existing in literature and the

selected treatments used in our algorithm.

Two main aspects may be discussed, because they

highly influence the detection rate: the choice of the color

space and the method of shape detection and identification.

For the color space choice, the input image has to be

converted to an adequate color space, which permits to

reduce the lighting effect. The HSV color space was used

in many works such as those presented in [2, 10, 22, 23]. In

[24], a color spaces comparison showed that HSV presents

the best performance in automatic color-based segmenta-

tion/detection of road signs. However, transforming the

RGB color space to HSV requires large computational time

and it is not easy to define the threshold values for the H

and S components, to extract red colored objects [2]. In [2],

it was also shown that the detection rate of well-lit panels is

about 90 % while it is about only 72 % for poorly lit and

dark ones because of the non-adequacy of the threshold

values. On another hand, the YCrCb color space has been

the most widely used one [25–31] and it presents good

results regardless the effects of lighting conditions.

Several studies were focused on shape-based detection

algorithms such as ‘‘Hough transform’’ which is firstly

known to detect circular forms and then it was extended to

find most curves in an image to recognize regular features.

‘‘Hough transform’’ was exploited in [8, 32, 33] and

appreciated for its good detection results. Unlikely, it was

not as much valued by Barnes and Zelinky [32] since they

show that this method is fast enough to work in real time

only with circular signs. Also, in [34] authors show clearly

that this technique necessitates a big computation time,

since it contains nonlinear operations which are time-con-

suming. According to their results, ‘‘Hough transform’’

spend over than 15 s which present nearly 70 % of the

detection time, and thus it is not adequate for real-time

applications.

For the adopted sign detection technique, we tried to

integrate, as much as possible, the key approaches applied

in literature, while ensuring a compromise between accu-

racy and processing time. In fact, our main objective is to

propose an accurate and real-time system. The following

points summarize the main involved techniques and

advantages of the proposed system:

• Lighting conditions consideration: the YCbCr color

space will be used and depending on the lighting

conditions (day/night/rainy or wet), an adaptive thresh-

old will be defined to generate the binary image without

loose on the road sign information.

• Use of a region of search (ROS): making panel

detection in only a region of interest permits a

significant reduction on the number of processed pixels.

This can speed up the filtering, segmentation and shape

identification processes.

• Shape identification before the classification step: a

shape identification step will be added to make faster

the panel classification. Indeed, the possible road sign

will be correlated only with signs of the same shape. As

previously discussed, various techniques of shape

identification exist in literature. However, the main

drawback of these ones is their complexity and cost

either in terms of execution time or hardware resources.

In this work, we propose a new algorithm that exploits

linear operations and offers a good accuracy.

• Pipelined implementation: a parallel implementation of

the system will be proposed.

Table 1 Taxonomy of road sign detection algorithm

[2] (2013) [22] (2013) [5]

(2012)

[28]

(2008)

[48] (2009) [3] (previous work) Proposed

algorithm

Color space HSV HSV x x YCrCb YCrCb YCrCb

Segmentation 4 4 4 4 4 Single threshold

segmentation

Adaptive

segmentation

Edge detector x Canny x Gradient x x x

Filtering Median filter

(9 9 9)

Dilatation

erosion

x Median

filter

Dilatation

erosion

Dilatation

erosion

Median filter

(3 9 3)

ROS extraction 4 x x x x x 4

Shape identification 4 4 x x x 4

ROI extraction 4 x 4 x 4 4 4

Lighting conditions 4 x x x x x 4

Software programming 4 x 4 4 4 4 4

Hardware implementation 4 4 x 4 x x 4
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• Use of XSG tool: the use of the XSG tool has a big

benefit in terms of conception time, since the same

design will be used firstly for the software validation

and then for the hardware system generation.

3 Description of the road sign detection and shape
identification algorithm

In this section, we give a detailed presentation of the

proposed technique for road sign detection, shape identi-

fication and classification.

3.1 Flowchart of the proposed system

The flowchart of the proposed system is illustrated in

Fig. 1. This latter mainly expresses the processing mode of

the proposed system regarding image acquisition and

blocks synchronization. The flowchart input is an image

sequence. A new image is sent when a road sign is not

detected, its shape is not identified or it cannot be

classified.

The first processing block (sign detection) includes

morphological operations applied only on the ROS and a

first test (possible sign?) to extract the selected ROS to be

treated. This test indicates the presence or the absence of an

object that could be a road sign. The second block (sign

identification) includes the ROI extraction and the shape

identification steps. When the shape is identified, a road

sign recognition block will be used to classify the panel.

To reduce the execution time, we take profit from the

independency of the detection phase and the identification

and classification one to execute them in a parallel way.

Indeed, the execution time of the detection and classifica-

tion phases could be overlapped. When an image is pro-

cessed by the sign identification and recognition blocks, the

detection block treats the next one. To avoid overlapping

data of both of current images, a second test (ACCESS) is

added to command the activation of the sign identification

block.

3.2 Color space conversion (step 1)

The input ‘‘RGB’’ image is converted to the ‘‘YCrCb’’

color space in which the luminance component is separated

from the color components and thus the influence of

luminance can be removed during the image processing. Y

represents the luminance information and Cr and Cb are the

color difference signals that represent the chrominance

information. The conversion formula is expressed by

Eq. (1) [3].
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3.3 Filtering (step 2)

Acquired images usually contain noise due to light, sha-

dow, or dust. Filtering is incorporated to improve the visual

quality of the captured image by reducing the intensity

variations in the image while respecting the integrity of the

scene [21]. The median filter, used in this work, is a non-

linear filter particularly effective against noise in grayscale

images. It is highly exploited in many works such as [2, 5,

35, 36]. The effect of the filter could be clearly seen after

the binarization of the image (Fig. 2).

3.4 Thresholding (step 3)

There are two major objectives in segmenting an image.

The first one is to highlight information that is relevant

while removing irrelevant information based on prior

knowledge of the application. The second objective is to

reduce the amount of data to be stored and processed, and

hence reduce computational cost [37]. Figure 2 shows the

application of the segmentation step on an example of real

road scenes and the effect of the median filter.

The threshold value determination is the most important

issue [2, 38]. This value depends on the level of brightness

Reading image 

ROS extrac�on (4)

Red color extrac�on (1)

Filtering (2)

Thresholding (3)

Possible 
sign ?

ROI Corner detec�on (5)

ROI extrac�on (6)

Shape iden�fica�on (7)

Shape resizing and 
binariza�on (8)

Shape classifica�on (9)

Shape 
iden�fied?

Sign detec�on Sign iden�fica�on

Sign recogni�on

ACCESS ?

Image
sequence

Fig. 1 Flowchart of the proposed road sign detection, shape identi-

fication and recognition
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of the picture, i.e. on weather conditions during images

capturing. A non-adequate threshold could generate a binary

image containing; either the panel and other small objects

around it or a partially hidden panel. This could, respectively,

lead to false detection and false shape identification. To

overcome this problem, we exploit an approach, which

consists in detecting if the image was acquired on day,

rain/fog, evening or night and we try to define threshold

values for each of these image capturing conditions.

The threshold values were obtained based on a statistical

study performed using a set of images for the different

weather conditions. The margin of the Cr component was

determined using the Cr histograms for each case of the

considered weather conditions (Fig. 3). Also the brightness

degree was evaluated for the same conditions. Four cases

are summarized in Table 2.

Based on the brightness and the Cr margins, threshold

values were deduced. For a high brightness, a high

threshold value should be used to isolate the sign with

minimum noise. For lower brightness, a lower threshold

value should be used to grantee minimal loss on useful

information (sign). Several experiments were re-done to

ensure the efficiency of the made choice.

Fig. 2 Segmentation applied on RGB road sign images: a RGB road

images, b binary images without filtering, c binary images with

filtering

Fig. 3 Example of

experimental tests to determine

margins of Cr component in day

and night
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3.5 ROS extraction and possible sign test (step 4)

The acquired images, extracted from the video stream,

have a size of 640 9 480 pixels. To reduce the number of

pixels to be covered, we define two regions of search which

could mostly contain a road sign as shown in Fig. 4. The

dimension of one region is 210 9 320 which leads to a

data reduction of about 33 % in the preprocessing step as

only the image portion containing the ROS is used and

78 % after the ROS extraction. In fact, only 22 % of pixels

will be covered to find the road sign.

When reading the binary image pixels belonging to the

ROS, accumulation of white pixels is checked to decide if

there is a possible road sign in the ROS or not. This permits

selecting and extracting the valid ROS between the two

defined ones in the image (Fig. 4).

3.6 Panel detection and extraction (steps 5–6)

The next step is to localize, in the binary image ROS, an

object which may be a road sign and to pick it out. The

purpose here is to determine the coordinates of the four

corners of the object (Xmin, Ymin, Xmax, and Ymax) to locate

the object in the image as shown in Fig. 5.

Cartesian coordinates of each pixel belonging to the

object will be then calculated using the following relation:

Y ¼ position=210 and X ¼ position� Y � 210ð Þ ð2Þ

where ‘‘position’’ represents the pixel address.

A comparative step is then performed to extract the

lowest values of X and Y (Xmin and Ymin) and the highest

ones (Xmax and Ymax). Pixels, which belong to the area of

interest, verifying the relation (3) are extracted and then

saved in a separate memory buffer.

Xmin\X\Xmax and Ymin\ Y \Ymax ð3Þ

3.7 Shape identification (step 7)

For the shape identification, an approach based on corners

detection is applied to identify the considered shapes rel-

ative to road signs. A search of a set of 4 9 4 matrix masks

is performed in the region of search. According to the kind

of mask found, we could conclude on the form of the road

sign. In Fig. 6, we give the example of the considered

panel shapes and in Fig. 7, we present the defined masks

for these types of shapes: (a) a triangle up, (b) a triangle

down, (c) a circle and (d) an octagon.

This step allows us to reduce the processing time in the

recognition phase. In fact, we have just to use the signs

which have the same shape for identification. Since incli-

nation of the road sign panels is about ±17� relatively to

the vertical line, we have also to define masks for rotated

road signs as we do with the straight ones. Adding new

masks for rotated panels will not influence on the runtime

since that they will be applied simultaneously.

3.8 Shape classification (steps 8–9)

The shape classification involves three steps: binarization,

resizing and recognition. To conserve the panel content, we

proceed by a binarization of the green color component of

the ROI as shown in Fig. 8.

The size of theROI depends on the distance fromwhich the

image is captured. For a distance greater than 100 m, the ROI

is not considered as a possible road sign since it is smaller than

a possible sign whose minimum size is 15 9 15 pixels.

An algorithm of template matching is applied for classi-

fication. As a shape identification phase is used before this

step, the classification is made easier and good matching

results were obtained. Template matching consists in com-

paring a given templates stored in a database and the detected

panel to find which is the most similar to it.

Fig. 4 Defined ROS in the

original image

Table 2 Margin of different Cr components and brightness

Cr_min Cr_max White_min White_max

Day 140 195 500 765

Rain/wet 120 185 500 722

Evening 135 170 50 415

Night 120 160 0 300
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3.9 Complete workflow of the proposed algorithm

In Fig. 9, we present the workflow of the proposed method

showing all the steps together with images. It gives the

processing chain including the following steps: image fil-

tering, segmentation, ROS extraction, ROI binarization,

shape identification and road sign classification.

4 Hardware design of the proposed system

Classic FPGA implementing methodology consists of two

main steps. In the first step, the algorithm is modeled and

simulated using software tools such asMatlab/Simulink. The

second step is dedicated to the hardware architecture design

and the HDL description which is performed manually. This

procedure is time-consuming, especially for those designers

that are not familiar with the HDL hand coding process [39].

In this paper, we use a methodology based on the Xilinx

System Generator (XSG), an integrator design environment

(IDE) for FPGAs, which takes the abstraction level one step

higher. XSG will be used for the automatic hardware system

generation and also for software validation throughout the

hardware co-simulation technique.

4.1 Xilinx system generator (XSG)

XSG provides the Simulink environment with a list of

specific Xilinx building blocks which can be used to create

designs optimized for Xilinx FPGA’s with no knowledge

of any HDL coding or FPGA’s architecture [40]. The

designer does not use blocks from the standard Simulink

library but from a supplement library called ‘‘Xilinx

Blockset’’. The blocks in XSG operate with Boolean values

or fixed-point values, which represent the adequate formats

for a hardware implementation. In contrast, Simulink

works with double-precision floating point numbers [41].

The XSG environment allows direct mapping into hard-

ware-description language (HDL), which eliminates the error-

prone process of manually converting software language into

HDL [42]. It provides a fast resource estimation system in order

to take full advantage of the FPGA resources. All of the

downstream FPGA implementation steps are automatically

performed to generate an FPGAprogramming file. XSG has an

integrated design flow, tomove directly to the configuration bit

file (*.bit) necessary for programming the FPGA [43]. Fig-

ure 10 presents the design flow of the XSG development tool.

XSG permits also hardware co-simulation [1], a simu-

lation through hardware in the loop co-simulation, which

gives many orders of simulation performance increase [44,

45]. It allows software and hardware simulation simulta-

neously with the same design formed by XSG blocks

connected in cascade. It can perform one of the Simulink

model subsystems on an FPGA board at a much more

important sampling rate than the rest of the model [31].

Fig. 6 Considered shapes

Fig. 7 Shape

masks corresponding to the

considered panels

Fig. 5 Concept of panel localization
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The hardware co-simulation technique permits to compare

software and hardware results and to evaluate the degree of

accuracy of the proposed implementation.

4.2 Xilinx proposed XSG design

In the defined platform of test, the acquisition and display

of the input and output images is made in software. The

fundamental scalar signal type in Simulink is double-pre-

cision floating point number and only the processing block

is being made based on system generator blocks, which

operate on Boolean and fixed-point values. Therefore, a

need of an adaptation and an interfacing between both

blocks is necessary. Fortunately, XSG offers a simple

interfacing using the predefined ‘‘Gateway-In’’ and

circle

Input image

rgb2Cr (1)          /         rgb2brightness

ROS extrac�on (4)

Filtering (2)

ROI detec�on and extrac�on (5, 6)

Shape iden�fica�on (7)

Shape  classifica�on (9)

Display

Green ROI extrac�on

Green Binariza�on and resizing (8)

Cr Binariza�on (3)

Red Green Blue

Cr

IbF

Binary ROS

Binary ROI

CrF

Green ROI

Data_base Shape_masks

Binary  ROI

……

Corresponding data_base

Binary  signs

Speed 50

Fig. 9 Complete workflow of the proposed algorithm

(a)       (b)    (c)

Fig. 8 Binarization principle: a RGB ROI, b green component,

c binarised ROI
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‘‘Gateway-Out’’ blocks provided by the Xilinx Blockset

Library.

Figure 11 represents the global design with the different

traffic sign detection system parts: image pre-processing

and ROS extraction (part I), ROI extraction and shape

identification (part II), and sign recognition (part III).

4.2.1 Pre-processing and ROS extraction blocks (part I)

The detailed architecture of the pre-processing part is

shown in Fig. 12. It is constituted of 3 blocks. The first one

is the color conversion block (Fig. 12a). It takes as inputs

the values of the red, green and blue components of each

pixel sent throughout the Gateway-In blocks.

The second block is the median filter, which consists in

replacing the central pixel of each 3 9 3 square matrix of

neighborhoods by the median value. We use a ‘‘3-Line

Buffer’’ blockset provided by XSG library to extract the

neighborhoods matrix. The extracted 3 9 3 matrix ele-

ments values are sorted using multiple comparison blocks,

which are indicted as ‘‘filtre 22’’ in Fig. 12b. Each one

permits to find out the minimum and the maximum value of

two different inputs. Consecutive comparisons of the 3 9 3

matrix elements are made using the comparison blocks

until having the median value.

The median filter is produced by sliding a 3 9 3 win-

dow over the input image and each time replacing the

central pixel by the median value. The block indicated by a

green box is called ‘‘structuring block’’. It permits to

arrange data (pixels) in 3 9 3 matrix and to scan the

image. The input data are introduced in serial format, and a

new 3 9 3 pixels array is obtained in each clock cycle.

Three rows are cached using shift registers and FIFO

buffers. The size of each FIFO memory is:

FIFO size ¼ ROSwidth� 2 ð4Þ

where ‘‘ROSwidth’’ represents the ROS width.

Six of The 3 9 3 pixels of the current window are

placed in registers and the 3 remaining pixels are directly

taken from outputs of the three FIFOS. In the beginning, a

number of clock cycles ‘‘NC’’ is necessary to obtain the

first valid window (corresponding to the first window

position). It is given by:

NC ¼ ð3� widthÞ ð5Þ

where ‘‘width’’ represents the image width.

NC corresponds to the necessary number of clock cycles

to fill out all the FIFO memories and registers. After that, at

every rising edge of clock, we obtain the next window.

Fig. 10 Design flow with Xilinx system generator

Fig. 11 XSG blocks for traffic sign detection
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During the period of time corresponding to the NC number

of cycles, the thresholding block (Fig. 12c) calculates the

average value of the brightness using the input RGB pixels

of the three first image lines. The obtained value will be

used to select the threshold to be used in the binarization

phase. Depending on the brightness value ([ or\500), a

logic signal is generated to be used as the select input of a

MUX. The output of this MUX is one of the predefined

threshold values (155 or 175), which will be used for

comparison with the filtered image pixels.

After the image filtering and segmentation, we begin

searching on each ROS (210 9 320) for an accumulation

of white pixels surrounded with black ones that refer to the

background. A road sign shape of 90 9 90 pixels is

selected for an image captured 50 m away from the sign.

The number of white pixels corresponding to a possible

panel belongs to a margin which is set beforehand. An

accumulator blockset is used to count the number of white

neighborhood pixels to decide which ROS will be con-

sidered. If the accumulator output value exceeds the preset

minimum value, we assume that the covered ROS could

contain a possible sign. In this case, the sign detection and

extraction steps will be launched.

The architecture of this block is represented in Fig. 13.

It is mainly based on an accumulation block which counts

the number of white pixels in a 5 9 5 neighborhood

window. The obtained values for ROS1 (left side ROS)

and ROS2 (right side ROS) are used to decide on which

ROS to be extracted (the one containing a possible road

sign).

4.2.2 ROI extraction and shape identification architecture

(part II)

In Fig. 14, we present the hardware architecture of the ROI

detection and extraction step, which contains five sub-

blocks. The functioning of the ROI detection (block 1 until

3) and the ROI extraction (block 4 and 5) architectures is as

follows. Block 1 is used to count the input ROS pixels. The

output of this block (‘‘Npixels’’) is used for two purposes:

• It will be introduced in block 2, which permits to

calculate the coordinates (x and y) of the current pixel

by dividing ‘‘Npixels’’ by the ROS width. These

coordinates are used in block 3 to determine the four

extreme corners (Xmin, Ymin, Xmax and Ymax) that

highlight the estimated road sign.

• It will also be used to activate block 4. This latter

permits to calculate the (x, y) coordinates, which will be

used to reread the ROS pixels for the ROI extraction.

The Npixels value is compared to the number of pixels

of the ROS (‘‘NP-ROS’’), and if it reaches the NP-ROS

value then the (x, y) calculation block (block 4) of the

ROI extraction module will be activated.

Block 3 is dedicated to determine the Xmax, Xmin, Ymax,

and Ymin of the ROI. When the binary input pixel ‘‘Ib’’ is

equal to 1, the previous values of Xmax, Xmin, Ymax, and Ymin

are compared to the current x, y inputs to be updated. When

‘‘Ib’’ is equal to 0 these values are maintained. In this case,

Xmax and Ymax are compared to a very small value and Xmin

and Ymin are compared to a high value. This is done

Fig. 12 Detailed architecture of the pre-processing part: a color conversion, b median filter, c adaptive segmentation
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throughout multiplexers whose select inputs are related to

the binary pixel input, their D0 inputs are related to the x or

y coordinates and their D1 inputs are related to the previ-

ously mentioned small or high values.

Block 5 permits to extract the ROI from the binary ROS

and to save it into a memory block. The x, y coordinates of

the current pixel (generated by block 4) are each time

compared to the Xmax, Xmin, Ymax and Ymin values to verify

if the pixel belongs to the ROI. If it is the case, the enable

input of the memory block and the address counter one are

activated. An identical module to block 5 is used to extract

the green color component ROI using the same Xmax, Xmin,

Ymax and Ymin. The green color component ROI is sent to

the recognition block.

The architecture of the shape identification block is

represented in Fig. 15. Four correlation blocks, relative to

the 4 defined shapes masks (circle, triangle up, triangle

down, and octagon) are applied in a parallel way. The final

output of the identification block is the kind of the shape (0,

1, 2 or 3).

As illustrated in Fig. 7, each mask contains three or four

4 9 4 matrix of binary pixels. The circular mask, for

example, is composed of four matrixes. The correlation

block relative to this example is illustrated in Fig. 14. A

4 9 4 matrix is extracted on each clock cycle from the ROI

and compared to all matrixes of the considered mask. For

each mask matrix, we have the same architecture as

detailed in Block (2) of Fig. 15. If the comparison result

Fig. 13 Hardware architecture of ROS selection block
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with a given matrix of the circular mask is true, a logic

signal (‘‘circular_exist’’) takes the ‘‘1’’ value. A sign shape

is considered as circular if all the four masks are found in

the ROI. The correlation block whose output is equal to 4

will define the shape kind.

4.2.3 Shape recognition (part III)

Figure 16 presents the hardware architecture of the

recognition block. The output signal of the shape identifi-

cation block (‘‘shape-kind’’) is connected to the ‘‘DB-se-

lection’’ input, which is used to enable the corresponding

database memory. This signal is also used as the select

input of the database selection MUX whose output will be

sent to the correlation block.

When the recognition block is enabled, a simultaneous

reading of the ROI pixels and those of the database images

will start. The outputs of these memories will be, each

time, used by the correlation block to calculate the simi-

larity between the ROI and the current image of the data-

base. This is repeated N times, where N is the number of

images in the selected database. During each correlation, a

first accumulator is used to count the number of identical

pixels and a second one is used to determine the number of

the most similar sign. A comparison is, each time, made

between the current image similarity rate and the previ-

ously saved one to conserve the number of the dataset road

sign presenting the maximum similarity.

The counter used to address the ROI memory is reini-

tialized when the number of pixels reaches 15 9 15 (the

database image and ROI size) and a reread process is

launched. In this case, the first accumulator is reinitialized,

the second one is updated, and a new correlation between

the ROI and the next dataset image will start. The outputs

of the recognition block are the dataset road sign image

number and the similarity rate.

5 Implementation results and performance
evaluation

In this paragraph, we begin by presenting the hardware

implementation results of the developed system. Some

examples of co-simulation results of the generated hard-

ware block will be given. The efficiency of the proposed

system is then discussed according to the detection rate and

performance of the system implementation. A comparison

with some existing works will be described.

5.1 Co-simulation results

Once the functioning of the entire system is approved by

software simulation, its implementation on a Xilinx plat-

form can be made. The configuration file is obtained

automatically by following the necessary steps to convert

the design into an FPGA synthesizable module.

Fig. 14 Hardware architecture of ROI detection and extraction (part II)
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In this study, for experimental analysis, we considered a

Tunisian road sign database and public European ones

acquired in France [46] and Germany [47]. The

Dataset also includes some recorded sequences, and a set of

sign-free images, which can be used as negative training

images.

In Fig. 17, we present some result examples which

demonstrate good panel corners detection and a successful

extraction of the area of interest. Sometimes the panel

shape cannot be identified by the system due to various

factors such as the incorrect orientation of the panel and its

degradation. A road sign could be also unidentified by the

detection system if it figures in a very little size in the

acquired image. This problem could be dealt in post-ac-

quiring image, since more the vehicle is closer to the road

sign, bigger is the size of this panel in the image.

The hardware simulation of the obtained road sign

detection hardware design is done throughout the JTAG

interface and using a ‘‘System Generator’’ block. Settings

of this block are defined to select the target device and a

bitstream file is generated and loaded on the FPGA. In

addition to the hardware block containing the bitstream file

(Fig. 18), a VHDL or Verilog code is automatically gen-

erated. The target device selected for this work is the

Virtex-5 FPGA of the ML507 platform.

5.2 Performances comparison and discussion

The proposed method of the traffic sign detection was

applied on several images in various lighting conditions to

evaluate the system’s robustness. We divide the data base

into three sets: circled shape-form road signs (set-1), octagon

Fig. 15 Hardware architecture of the shape identification process (part II)
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Fig. 16 Hardware architecture of the matching process (part III)

Fig. 17 Some experimental results of road sign scenes captured in

different conditions. a Successful detection of a single road sign,

b successful detection of double road signs, c successful detection of

double road signs in night with well illuminated road, d successful

detection of the ROI but the red background disturbs the identification

of the shape, e successful detection and identification of the shape at

sunrise, f fail detection of road signs in night due to very poor

illuminated road
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shape-form road signs (set-2) and triangle up or down shape-

form (set-3). Receiver operating characteristic (ROC) curve

is used to evaluate the accuracy of our system. Three sets of

different road signs are regrouped and for each set, the true

positive rate (TPR) and the false positive rate (FPR) were

defined. The obtained results are depicted in Table 3.

The analysis is performed for each signs set. The

experiments give different values of sensitivity and speci-

ficity as shown in the ROC curve of Fig. 19. The ROC

curve of the three sets shows a good accuracy of the pro-

posed algorithm since the area under curve (AUC) is

between 0.85 and 0.89.

Even if a good accuracy is established, this is not

enough to assess the efficiency of our method. In fact, our

second purpose is to make the real-time implementation of

the system successful on an FPGA device. Also the design

time is a very important issue. The detection rate and the

execution speed parameters should have acceptable values

in the manner that the system can ensure a good detection

rate while respecting real-time constraints. It is not

acceptable to warn the driver later than the required time to

make the necessary reaction. Morphological operations

(color space conversion, filtering and thresholding) take

27 ms and the identification phase takes 41 ms. The hole

detection (Morphological operations and identification) and

classification time is evaluated to 68 ms taking into con-

sideration that these two stages are implemented in a

pipelined way. These times were determined according to

the hardware synthesis results obtained using a Virtex-5

FPGA platform running at a frequency of 86 MHz. In

Table 4, a comparison with some references in terms of

processing time and detection rate is presented.

The reliability and the effectiveness of the developed

system will be proved throughout its evaluation for dif-

ferent real-time driving conditions. Depending on the

application, real time may be defined very differently.

Real-time system refers to a system that is able to process

Fig. 18 Hardware block

generation

Table 3 Performance of proposed method

Sign shape forms TPR

(sensitivity),

%

FPR

(specificity),

%

Total

Set-1 96.6 16.6 146

Set-2 90.9 25 126

Set-3 93.75 50 70

Fig. 19 ROC curve of all the set
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the input data sufficiently rapid to be able to make the

required actions in the right time [22]. To define the real-

time conditions related to our system, let us suppose a

vehicle moving on a city with different speeds (from 50 to

120 km/h). A distance of about 50 m from a traffic sign is

estimated sufficient to get a clear panel image in a traffic

scene. Two principle kinds of distances should be consid-

ered to evaluate the efficiency of our method. The first is

the reaction distance (distance measured from the time the

driver realizes the need to stop until he makes a reaction:

braking) and the second is the braking distance (distance

measured from the braking time until the time of stopping),

as presented in Fig. 20.

In Fig. 21, we present some distance measurements in

different real-time driving conditions. The distance needed

to accomplish the processing step is measured with respect

to the vehicle speed, as well as the reaction and braking

distances.

For a vehicle moving at 110 km/h, which is the maximum

speed permitted for many countries, the stopping distance

(reaction and braking) is equal to 37.53 m. In the remaining

distance (12.47 m), the system should process the input data

and make decision. This distance is equivalent to approxi-

mately 408 ms. As the detection speed of the proposed

system is 68 ms, for each acquired image, we can reach up to

6 acquisitions before the panel identification. By referring to

experimental tests, this number of acquisitions can be suf-

ficient to adequately take the final decision.

Other different real-time driving conditions are also

described in Fig. 21 (50, 60, 70, 80, 100, and 110 km/h).

For these conditions, the driver has a remaining distance to

safely take the necessary decision (stop, speed increase,

etc.). In the case of higher speeds, the same algorithm can

be applied with a lower image acquisition rate (5, 4 or 3

images).

6 Conclusions

A system of traffic road sign detection and identification

and its hardware implementation was presented in this

work. For the adopted system, we tried to integrate the key

approaches used in literature while ensuring a compromise

between accuracy and processing time. The main advan-

tages of the proposed processing method are; lighting

conditions consideration, use of a region of search and use

of a shape identification step before the classification. Also

an algorithm based on linear operations was proposed for

shape identification. It offers a good level of accuracy.

The performance of the proposed hardware implemen-

tation in terms of processing latency was evaluated rela-

tively to the reaction distance, the braking distance and the

vehicle speed. The evaluation results show that our system

can support real-time driving conditions until the speed of

110 km/h. The XSG tool was used for the system devel-

opment. The use of this tool has a big benefit in terms of

conception time, since the same design was used firstly for

Fig. 20 A traffic sign system scenario

Table 4 Performance comparison

References Implementation platform Clock speed Detection speed (ms) Detection rate (%)

[2] Virtex-4 88 MHz 16 82

[5] CPU&GPU 2.8 Ghz 250 90

[22] Virtex-5 – 114 –

[34] CYCLONE II DE2 1.83 GHZ 17.34 –

[49] Virtex-5 100 MHz 70 90

Proposed algorithm Virtex-5 86 MHz 68 91

Fig. 21 Real-time driving distances measurement
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the software validation and then for the hardware system

generation.
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