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Abstract This article presents a method for classifying

color points for automotive applications in the Hue Satu-

ration Intensity (HSI) Space based on the distances

between their projections onto the SI plane. Firstly the HSI

Space is analyzed in detail. Secondly the projection of

image points from a typical automotive scene onto the SI

plane is shown. The minimal classes relevant for driver

assistance applications are derived. The requirements for

the classification of the points into those classes are

obtained. Several weighting functions are proposed and a

fast form of an euclidean metric is investigated in detail. In

order to improve the sensitivity of the weighting function,

dynamic coefficients are introduced. It is shown how to

compute them automatically in order to get optimal results

for the classification. Finally some results of applying the

metric to the sample images are shown and the conclusions

are drawn.

Keywords Color image processing � HSI space �
Image segmentation � Automotive applications �
Driver assistance

1 Introduction

Color vision has been around for more than a few decades.

Mostly due to hardware limitations and sensor costs the

applications in the automotive domain remained very

limited.

Nowadays both limitations are nearly overcome by the

development of the hardware. The mobile phone market is

driving down the costs for color imaging sensors and

optical devices, while current embedded systems have

gained computing powers which were until shortly hard to

imagine except in personal computers.

In the near future, both hardware and sensor cost limi-

tations will be outpaced and the color vision sensors

together with the processing hardware will be largely

available. This will make them a common choice for

comfort oriented driver assistance applications. Further-

more, the automotive industry is increasingly faced with

safety regulations. In order to comply with them, sensors

able to perform classification and multisensorial approa-

ches are required. In both these scenarios the color camera

will be a better choice than a grayscale one, provided that

the research and development of the processing algorithms

will be able to keep pace with the market developments.

The current research on color vision for the automotive

industry is limited. The major automotive research areas in

which color vision has proved its specific advantages are

detecting and interpreting the chromatic man made struc-

tures (like yellow markings, road signs, etc.), shadow

detection and removal, object detection and detection and

removal of the surrounding background. All of these

methods share an image segmentation procedure in which

the relevant image pixels are extracted from the image.

Detection and interpretation of the chromatic man made

structures is a broad topic that includes traffic sign
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recognition, information-sign recognition, yellow marking

recognition, controlled environment segmentation. Most of

these methods are based on the following two processing

steps: (1) segmentation of the image in various color spaces

(RGB, HSI and YUV are often used) and (2) the recogni-

tion of relevant objects using form and color information.

The color segmentation of the scene is treated below, along

with the object detection.

Shadow detection and removal remains a difficult task

as long as the scene geometry, materials of the surfaces

present in the scene and the complete characterization of

the flux of light through the scene are not known in detail.

In the automotive environment none of these prerequisites

are met. Therefore distinguishing shadows from changes in

material color or reflectance is a very challenging task.

Solutions range from simple thresholding methods of the

intensity information of the local image areas [18, 25] to

using the color information and geometry. The color spaces

frequently used are RGB (e.g. [8]) and HSI/V (e.g. [24]).

Object detection in automotive scenes using color is

relatively new. Developing color segmentation algorithms

that fulfill the real-time requirements of the automotive

industry is difficult. The first step in recognizing vehicles

moving on the road surface is to segment the image by

classifying each pixel of an image into one of a discrete

number of color classes. Image segmentation has been

acknowledged to be one of the most difficult tasks in

computer vision and image processing [5].

The most relevant approaches to accomplishing this task

without considering position information include linear

color thresholding, clustering, region-growing, nearest-

neighbor classification, color space thresholding, histogram

thresholding and probabilistic methods.

Linear color thresholding works by partitioning the

color space with linear boundaries (e.g. planes in 3

dimensional spaces). A particular pixel is then classified

according to the partition it lies in. This method is con-

venient for learning systems such as neural networks, or

multivariate decision trees [2].

Clustering techniques [4, 6, 28] identify homogeneous

clusters of points in the feature space (such as RGB color

space, HSV color space, etc.) and then label each cluster as

a different region. The homogeneity criterion is usually

that of color similarity, i.e., the distance from one cluster to

another cluster in the color feature space should be smaller

than a threshold. The disadvantage of this method is that it

does not consider local information between neighboring

pixels.

Region growing algorithms such as seeded region

growing [1] and the watershed transform [17] are widely

used to solve image segmentation problems. They begin

with a set of markers or seeds which are grown until each

image pixel is allocated to one marker. This growth is

controlled by a priority queue mechanism which is

dependent on the statistics of the image (or its gradient)

covered by a region.

Similar to clustering and region growing is the nearest-

neighborhood classification. Typically several hundred

preclassified samples are employed, each having a unique

location in the color space and an associated classification.

To classify a new pixel, a list of the K nearest samples is

determined and the pixel is classified according to the

largest proportion of classifications of the neighbors [3].

Both linear thresholding and nearest neighbor classification

provide reliable results in terms of classification accuracy.

Yet another approach is to use a set of constant

thresholds defining a color class as a rectangular block in

the color space [7, 11]. This approach performs well, but is

unable to take advantage of potential dependencies

between the color space dimensions. A variant of the

constant thresholding has been implemented in hardware

by Newton Laboratories.

Another similar approach, using variable thresholds, is

the histogram thresholding [15]. Histogram thresholding is

one of the popular techniques for monochrome image

segmentation [26]. This technique considers that an image

consists of different regions corresponding to the gray level

ranges. The histogram of an image can be separated using

peaks (modes) corresponding to the different regions. A

threshold value corresponding to the valley between two

adjacent peaks can be used to separate these regions [22].

One of the weaknesses of this method is that it ignores the

spatial relationship information of the pixels. The main

advantage of this method is that it does not require a priori

knowledge about the number of objects in the image. An

algorithm for color image segmentation using local

threshold values was studied in [19]. This technique

divides an image into homogeneous regions by using a

local threshold values. It calculates the threshold values

automatically with the help of a merging process.

Finally a related approach is to store a discretized ver-

sion of the entire joint-probability distribution [23]. For

example, to check whether a particular pixel is a member

of the color class, its individual color components are used

as indices to a multidimensional array. When the location

is looked up in the array the returned value indicates the

probability of the membership to a particular class.

When the position information for the pixels is consid-

ered, then the following methods are also largely employed

to segment color images: edge detection [13], region

growing [1, 4, 27], neural networks [10, 12], markov ran-

dom field models [14] and fuzzy logic [16]. Since this

paper presents a low level segmentation approach, in which

no position information is used, a detailed presentation of

these higher level image segmentation techniques, as for

example in [7], is beyond our scope.
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Once the color image is segmented, the obtained regions

are identified as objects depending on their form, position,

motion or structure.

Background detection and subtraction are used in many

driver assistance applications where two different approa-

ches are encountered. The first is to ‘‘black-out’’ the

detected background (render it insignificant by setting the

pixels to a neutral value; black or white are widely used).

Consequently, the algorithms process the whole image.

The second approach is to use regions of interest in the

algorithm definition so that the algorithm does not process

the detected background. Background detection relies

normally on multiple clues like texture, color, position in

the image and so on.

The HSI space is often used in automotive applications.

However, in most cases it is not investigated in detail for its

suitability. The current state of the art solutions are mostly

higher-level approaches, in which no analysis of the HSI

space is performed. This article tries to fill the gap by

providing an analysis of the HSI space in the automotive

context, showing what particularities of the HSI spaces are

to be taken into consideration for segmentation algorithms,

and introducing a generic segmentation method based on

intensity and saturation. This new method is analyzed in

detail and the dynamic computation of its parameters is

presented. In the end, the new method is compared to the

linear color thresholding and nearest neighbor methods and

the conclusions are drawn.

2 Characteristics of the HSI space

2.1 RGB to HSI transformation

The transformation from the source RGB space to the HSI

space is performed with the already established formulas

(R, G, B are floats in the range 0–1):

I ¼ Rþ Gþ B

3
ð1Þ

S ¼ 1� 3

Rþ Gþ B
�minðR;G;BÞ ð2Þ

H ¼ arccos
1
2
� ½ðR� GÞ þ ðR� BÞ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðR� GÞ2 þ ðR� BÞðG� BÞ
q

0

B

@

1

C

A

ð3Þ

if B [ G, then H = 2 p - H.

The conversion process from RGB to HSI is similar to a

transformation from rectangular to polar coordinates. A

new axis is placed in the RGB space between (0, 0, 0) and

(1, 1, 1). This axis passes through all the achromatic points

(i.e. those with R = G = B), and is therefore called the

achromatic axis. A function F(R, G, B) is then chosen

which calculates the brightness, luminance or lightness of

color. The form chosen for F defines the shape of the iso-

brightness surfaces. The iso-brightness surface K contains

all the points with a brightness of Fk, i.e. all the points

satisfying the relation F(R, B, G) = Fk. These iso-bright-

ness surfaces are then projected onto a plane perpendicular

to the achromatic axis and intersecting it at the origin,

called the chromatic plane as it contains all the color

information. The hue and saturation or chroma coordinates

of each point are then determined within the plane, where

the hue corresponds to the angular coordinate around the

achromatic axis, and the saturation or chroma corresponds

to a distance from the achromatic axis.

To visualize the shape of the resulting space, the points

of each iso-brightness surface K are projected onto a

chromatic plane intersecting the achromatic axis at K. The

solid corresponding to a color space is obtained by merging

all these projections. The form of this solid depends on the

brightness function [9].

2.2 Form of the HSI space

The sensor of choice in typical automotive applications is

an RGB sensor (CCD or CMOS) with an 8 bit signal for

each channel, i.e. the RGB 24 bit format. The HSI image

has to be obtained from the RGB one by applying the

conversion formulas. Since the R, G, B elements are rep-

resented on 8 bit, they can take integer values in the range

0–255. Therefore the transformation to HSI coordinates

will lead to a subset of the theoretical HSI color space. The

form of this subset is relevant in order to understand its

properties.

To plot the form of the HSI space, all 2563 possible

input triplets (R, G, B) were generated, scaled in float and

then transformed to HSI using the formulas in (1)–(3). The

three axes of the space are X = S 9 cos(H),

Y = S 9 sin(H), Z = I.

In Fig. 1a the form of the HSI space projected on the ZY

plane (Z axis is Intensity, Y axis is Saturation 9 sin(Hue))

is presented. Studying the Fig. 1a, two conclusions can be

Fig. 1 Analysis of the HSI space form
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drawn. In the upper part of the figure the values converge

to the I = 0, S = 0 point. In the lower part the values are

not converging to a defined point, but are spread in the

theoretical cylindrical space. This characteristic of the HSI

Space could be also formulated in the following terms: ‘‘for

the lower intensity region, the saturation values do not

converge to 0, but are exhibiting high values’’.

2.3 Specifics of the HSI space used

As seen from Fig. 1a, one characteristic is that for the

upper half of the space (intensity values higher than 0, 5)

the saturation will converge respecting the known conical

representation. For the lower half of the space (intensity

values lower than 0, 5) this property does not hold anymore

and the saturation takes large values.

Due to the discretization effects, the obtained HSI points

are sparse for the low intensity region (as it can be also seen

from the lower part of the Fig. 1a). For example the RGB

triplet (0, 1, 1) gives S = 1 (maximum possible value) while

the triplet (1, 1, 1) gives 0 (minimum possible value). Both

triplets represent very dark (almost black) image elements,

that are practically indistinguishable for the human eye.

Extreme changes in saturation are affecting only dark image

areas. This is the other important characteristic of the HSI

subspace obtained from 24 bit RGB images.

There are several ways to deal with these issues. One is

to accept by default in the algorithms that if I is below a

certain threshold, than the S component is either invalid or

has higher values than expected. This leads to slightly more

complicated algorithms, but their complexity remains

manageable. Another solution is to replace the formulas in

the low-intensity cases with predefined values for the sat-

uration. This will not require any special handling in the

algorithms, but the resulting space even if related to HSI,

will not be identical to it, therefore the solution cannot be

compared to the ones based on the HSI/HSV

representations.

3 Projection of road scenes in HSI space

In order to be able to perform a segmentation in the HSI

space, one has to answer at least the following questions:

1. Where in the HSI space are the features to be extracted

located?

2. Which of the three dimensions of the HSI space are

most relevant for the segmentation process?

3. Which functions can be used to determine the mem-

bership of a pixel to a class?

4. What is(are) the value(s) of threshold(s) in the

segmentation process?

In order to obtain the answer to these questions some

characteristics of a typical road scene in the HSI space

were analyzed. The example used is the one in Fig. 2a.

The automotive environment specifics for an in-vehicle

system (typical highway or country roads scene) are deter-

mined by the composition of the scene. There is a well

defined infrastructure that is always present (environment).

For example the road surface and lane markings are elements

of the automotive environment. The actors (pedestrians,

cars, trucks) present and moving in this environment are of

capital importance for most driver assistance functions.

The next features characterize the overwhelming

majority of automotive scenes:

– the road surface ranges from dark gray to light gray

depending on the material and illumination (few

exceptions can be found, for example dark red

surfaces),

– the lane markings are white or yellow, usually

reflective,

– the traffic signs are chromatic elements (even though

there is no standard color across nations, they are

almost always reflective and usually share vivid colors:

blue, green, yellow, etc.),

– other infrastructure elements (road delimiters, mark-

ings, vegetation, buildings, etc.).

The obstacles present on the road relevant to driver-

assistance functions are cars, trucks, motorcycles, bicycles,

pedestrians, animals, etc. In this paper we focus on cars,

trucks and motorcycles. Pedestrians and animals exhibit

large variations in their aspect. A successful segmentation

of pedestrians has to take into consideration the form,

movement and position history in order be able to correctly

recognize them. This would exceed the limits proposed for

this article.

To summarize, the segmentation process should at least

be able to distinguish the road and lane markings from

possible obstacles (i.e. vehicles and the environment like

vegetation and road signs). Vehicles exhibit a dark lower

part because of tires and under-vehicle shadows. Further-

more they may also be chromatic, while the road

infrastructure is usually achromatic and its intensity ranges

from dark gray to bright white.

So the answer to question (1) where in the HSI space are

the features to be extracted located?—in case of automo-

tive applications can be ‘‘the relevant image pixels are

usually having a low intensity or a high saturation’’.1

In order to be able to answer the question (2) which of the

three dimensions of the space are most relevant to the seg-

mentation process?—an analysis of the HSI components was

1 This is the same as saying that they either belong to chromatic

elements or are very dark.
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conducted [20], including the intensity information, the

saturation, the combination of saturation and intensity (SI).

Finally, all three HSI components were analyzed. One image

which was part of the investigation is presented in Fig. 2.

The following conclusions can be drawn by looking at

Fig. 2 (for more details see [20]):

– intensity carries most information as can be seen in

Fig. 2d. This comes as no surprise since most of the

infrastructure is monochromatic and besides color

humans rely on form and position to identify and track

objects in their field of view.

– Saturation, even if well defined, has small values. The

previous remarks from 3 about the saturated dark pixels

are confirmed on the saturation image in Fig. 2c.

– Hue data from Fig. 2b alone is extremely hard to

interpret even for a person that has already seen the

original picture. Hue alone does not carry enough

information. Combined with the saturation, the hue

image would be more recognizable.

Hue values are describing color characteristics which vary

greatly even between members of a same class of pixels as

defined at the beginning of 3. For example saturation values

are similar between a red and a blue car, but hue values are

completely different. This is why hue is not a relevant

feature for the classification methods that are the subject of

this paper. Hue has to be used in higher level algorithms that

have a basic knowledge of the structure of the environment

(for example identification of the brake lights).

This situation is commonly encountered in automotive

scenes. It is also one of the main reasons why color pro-

cessing seems not to give any advantage over the more

commonly encountered grayscale approaches. One

dimensional histograms for intensity, saturation (as shown

in Fig. 3a) and 2 dimensional histograms in the satura-

tion—intensity plane (as shown in Fig. 3b) were built. The

histograms are analyzed in order to answer the question:

‘‘is it possible to isolate specific effects on the histograms

due to the vehicles present in the image?’’ Briefly, the

conclusions drawn are:

Intensity values alone (without position information)

cannot be used to make a segmentation of the image that is

Fig. 2 Sample Image and its H, S, I components

Fig. 3 Histograms of the intensity and saturation of the image pixels

J Real-Time Image Proc (2008) 3:311–322 315

123



able to separate the objects from the road and the lane

markings, even if certain information is available. In few

particular cases when all objects are significantly brighter

than the road and darker than the markings, the segmenta-

tion may yield some results, but generally the bright colored

cars will mix with the lane markings while the dark ones

will mix with the road. This problem can be solved using the

position information or environment models, but this would

be too complex for a low-level segmentation method.

The same problems arise with the projection on the S

axis. Moreover, all saturation values are relatively small.

Saturation values alone are noisy and that they are hard to

interpret. Under better lighting conditions, they may

improve. Saturation seems to carry less information than

intensity.

The situation on the SI plane is easier to interpret 3.

There are two major peaks corresponding to the road and

the sky (most of the time the lane markings generate a

separate third peak as well). The rest of the small histogram

peaks correspond to other elements in the image: vegetation

and cars. If the image has a high contrast, the two peaks are

distant in the SI plane. If the image has a low contrast the

two peaks are close in the SI plane. In all cases tested (all

day-light traffic scenes) the two peaks were present.

This implies that given a proper discrimination function,

one pixel could be classified as belonging to the road if the

average road S and I values are known and the pixel has a

minimum distance to the peak generated by the average

values (with respect to the I and S axis). Both peaks

resemble cones. This suggests that the corresponding color

classes of the image elements in the SI plane may have

circular forms (i.e. a central point and a given radius). If

this holds, the separation into classes could be done by

using a metric computing the distance to the center and

comparing it with the radius of the disc.

The answer to the question (3) which functions can be

used to determine the membership of a pixel to a class?—

may read: the function used to make such a pixel classifi-

cation based on its S and I value can be a metric since it

computes the distance between the two points (current and

peak average) in the SI plane.

For example, given the euclidean metric, a point in the

plane (center of the disc) and a distance will define a class.

This class is the disc including all points situated closer to

the center than the given distance.

The answer to question (4) depends on the chosen seg-

mentation function and will be only given in Sect. 5.

4 Weighting functions for automotive applications

In 1–3 the I, S and H components are represented as floats.

This is inconvenient because the float representation uses

3 9 4 bytes per pixel and the computations involving floats

are slower than the ones involving integers. Therefore in

what follows we scaled the values such that I and S are

represented in the range 0–255 (8 bit) and H in 0–65,535

(16 bit). Accordingly, the HSI value of a pixel can be

represented on 4 bytes and processing algorithms can be

written using only integer arithmetic, improving their

performance. In the following formulas the integer repre-

sentations are used and correspondingly all comments will

refer to values in these ranges.

4.1 Metrics in the SI plane

As discussed in Sect. 3, cars, lane markings, road and sky

generate clusters of points in the SI plane. This makes it

possible to classify the image points, based on their dis-

tance to the class average in the SI plane, into the classes.

This subsection presents several weighting functions2

based on their suitability for the segmentation of image

points. It also discusses the suitability of each weighting

function and assesses its usability by means of segmenta-

tion accuracy and computational complexity.

The euclidean metric can be used in the SI plane. One

point is chosen and the distances for others points are

computed with respect to its SI values (Sp, Ip) using the

formula (4). Choosing the reference point is one of the key

aspects when applying the metric. In our case the reference

point can belong neither to the road (Sr, Ir) nor to the

markings (Sm, Im), because they both have to be distin-

guished from the relevant objects. One solution would be to

use a combination of both as in (5) or to choose a point that

normally belongs to cars (for example the high saturation,

average intensity point that has S = 255, I = 128).

F1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðS� SpÞ2 þ ðI � IpÞ2
q

ð4Þ

F2 ¼ minðF1ðSr; IrÞ;F1ðSm; ImÞÞ ð5Þ

The semimetric in (6) is derived from the euclidean metric.

Since the values for S and I range between 0 and 255 the

square root can be replaced (the accuracy decreases) by

division with an integer. The smallest value scaling all

possible output values in the interval given by [0–255] is

2552 9 2/255 = 510. In order to obtain an acceptable

resolution for the output values, the divider has to be

computed dynamically as detailed in Sect. 5.

2 The metric term is used here in a relaxed notation, without giving

both points as function parameters. The set for all metrics is the

integer SI plane, i.e. 2-tuples of S and I values where both S and I take

integer values between 0 and 255. If the weighting function has the

mathematical properties of a metric or semimetric, then it is called so.

If not, then it will be simply called ‘‘weighting function’’.
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F3 ¼
ðS� SpÞ2 þ ðI � IpÞ2

Divider
ð6Þ

One weighting function which is particularly efficient for

the extraction of lane markings is (7). It was obtained

starting with F3. After setting Sp = 0 and Ip = 255, I - Ip

was reversed to get both terms always positive. The addi-

tion was replaced by multiplication to improved the

sensitivity even further. It performs well when S has very

low and I relatively high values; white lane markings are

the image elements possessing this property.

For the extraction of yellow lane markings the function

in 7 can be changed to (8) where Sy is the typical saturation

for the yellow markings. The accuracy of the classification

depends on the strength of the yellow footprint in the image

(related to the reflectiveness of the marking), the direction

of the light and day/night conditions. Several lane marking

points were chosen for each frame and their averaged S

values were used to compute the Sy parameter.

F4 ¼
ð255� IÞ � S

Divider
ð7Þ

F5 ¼
absðSy � SÞ � ð255� IÞ

Divider
ð8Þ

Shadows have a small impact on the performance of the

presented weighting functions unless combined with direct

illumination (sunrise/sunset in front of the camera). In this

case, the contrast of the scene decreases significantly and

the saturation information is hardly usable. In all other

cases, the saturation values change significantly for

shadowed areas, while the change in intensity is limited

and may also happen gradually. Applying a metric that

equally weighs the S and I components makes the

elimination of shadows by a simple thresholding

impossible. A solution was found by applying a

semimetric that weighs S and I differently as in (9).

Since S carries the most significant changes, it should be

weighted the most.

F6 ¼
W1 � ðS� SpÞ2 þW2 � ðI � IpÞ2

Divider� ðW1 þW2Þ
; W1 [ W2 ð9Þ

The semimetric F6 (9) performs much better for the

extraction of road/lane marking information than any of the

presented metrics for the case of strong shadows. Still the

problem remains partially unsolved. The problem of

shadows can be only solved by using a high level repre-

sentation of the environment.

4.2 Consideration of the characteristics of the used HSI

subspace

The class of pixels that is most interesting for this work is

the one that contains dark and chromatic elements as

explained in 3. In this paragraph the behavior of the

weighting functions is analyzed for the elements of this

class.

It is important to understand how the weighting func-

tions perform in case of lower intensity values (both HSI

space characteristics presented in 3 are related to lower

intensity values). F3 is analyzed here, since it was the one

most used in this work. In order to be able to compute the

value of F3, one has to choose the reference values for Sp

and Ip. The analysis is done regardless of these values.

In the case of chromatic elements in the term (S - Sp)2

from F3, S has high values.

In practice, there are very few image points in which the

three RGB components have the same values and therefore

saturation equal to 0. In the case of very dark elements the

saturation values are high as seen from 3. In this case, in

the term (S - Sp)2 in F3, S has high values.

In both cases S in the term (S - Sp)2 exhibits high

values and therefore the output of F3 for chromatic and

dark elements is in the upper range of all possible results.

E.g. for Sp = 0, Ip = 0 the point (R, G, B) = (0, 3, 0)

yields (S - Sp)2 + (I - Ip)2 = 2552 + 12 = 65,026. A

similar value is obtained for the point (R, G, B) = (20, 120,

10), that is (S - Sp)2 + (I - Ip)2 = 2042 + 502 = 44,116.

If one takes the square root, these distances correspond to

about 255, respectively 210. This is a significant result,

because it demonstrates that the classification of both rel-

evant image features can be done with a single function.

4.3 Improving the metric F3

The semimetric F3 was designed for areas that differ from

the road or lane markings. Due to shadows present under

the car, the semimetric usually succeeds in extracting an

almost horizontal area at the bottom of the cars. The body

of the car is not always extracted due to the way the ref-

erence point was chosen and its distant SI values from the

tires.

An example of applying this metric relative to the ref-

erence point having S = 255, I = 128 is shown in Fig. 4,

where all values lower than 170 were plotted. It can be

observed that the metric extracts a significant number of

points from objects and the nearby landscape, while only

isolated points from the road or lane markings are

extracted.

Another example is presented in Fig. 5b; the original

image is presented in Fig. 5a. In this example the results

for traffic signs can be accurately observed: most of the

blue points are extracted. The function parameters were

computed dynamically as exemplified in Sect. 5.

A greater difficulty is posed by question (4): what is(are)

the value(s) of threshold(s) in the segmentation process?

One possibility is to use the threshold which eliminates
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both road and lane markings, i.e. to compute the threshold

from the average SI values of the road.

Another alternative is to use the reference point on an

already detected tire or car body. This will decrease the

number of points belonging to the outer environment, but

will increase the number of points detected in the lower

part of the vehicle. This is how the metric was applied in

object detection algorithms. Composed weighting func-

tions (best result of more metrics) even if very promising

from the researcher’s point of view, have high compu-

tational cost. For example, a weighting function

composed of two sub-functions will require at least twice

as much computing power as the fastest of the sub-

functions since both sub-functions have to be computed

for each pixel.

The reference point and the divider are the parameters of

the metric F3. In order to improve its sensitivity the two

parameters can be dynamically computed for every frame.

The threshold used to separate the two point classes can

also be adjusted dynamically to counteract the frequent

changes in the illumination typical for automotive scenes.

Section 5 deals with this question.

5 Adaptive SI metric coefficients

The parameterizable elements for the function F3 are:

– the reference point (center of measurement),

– the divider (e.g. for F3 510 brings all output values

within the range 0–255 but also compresses the areas of

interest within this range too much),

– the threshold which has to be used to decide if a point

belongs to a class or not.

The new form of the metric F3 from (6) is show in (10).

The main differences to (6) are:

– the addition of the reference point for the class to the

function definition (in order to obtain consistent results,

the reference point was computed once per frame and

remained the same for all pixels of the frame),

– the presence of the divider as a variable quantity (also

computed once for each frame).

F3ðS; I; Sp; IpÞ ¼
ðS� SpÞ2 þ ðI � IpÞ2

Dynamic divider
: ð10Þ

Besides computing the divider dynamically, the threshold

can also be determined dynamically. The algorithm

requires two points (in SI plane). The first point should

be chosen in such a way that it becomes a positive match

from the metric (an ‘‘insider’’), while the second should be

chosen outside the relevant area in the SI plane (an

‘‘outsider’’).

Defining the ‘‘insider’’ and ‘‘outsider’’ points should

pose no problem since driver assistance systems based on

video identify the road and the lane markings. Therefore

the road detection algorithm delivers a road region that can

be used to allow for a selection of average road S, I values.

Selecting an ‘‘outsider’’ would then be the same as speci-

fying the average road values. Specifying an ‘‘insider’’ has

to do with the scope of the detection algorithm which uses

the metric. If a reference point for a lane marking is nee-

ded, then the point should be chosen to belong to a lane

marking. The object detection algorithms will typically

specify the point on the tires of the car (a common image

characteristic of all vehicles).

Having obtained both reference points, the metric is

computed in such a way that the distance between the

‘‘insider’’ and ‘‘outsider’’ values is maximal (255). This is

the same as saying that F3(So, Io, Si, Ii) = 255. Factoring

out the divider and replacing the metric value with 255 in

10, it yields the computation formula for the divider (11).

DividerðSo; Io; Si; IiÞ ¼
ðSi � SoÞ2 þ ðIi � IoÞ2

255
ð11Þ

In (11) the symbols mean: Si, Ii saturation and intensity of

the ‘‘insider’’ point. So, Io for the pixel corresponding to the

Fig. 4 Over imposed results using the weighting function F3

Fig. 5 Over imposed results using the weighting function F3

318 J Real-Time Image Proc (2008) 3:311–322

123



‘‘outsider’’ (typically average values of the detected road

surface).

The threshold defines the outer boundary of the positive

matches. For each point that is evaluated the result

obtained by apply the formula 10 to its S, I values is

compared with the threshold. If it is smaller, than the point

is a positive match. In order to compute the threshold, one

has be able to obtain the ‘‘worst outsider’’. In other words

one has to compute 12:

Threshold ¼ minðfF3ðS; I; Sp; IpÞgÞ
8ðS; IÞ 2 ‘‘outsiders’’

ð12Þ

The final segmentation step in which the threshold is

compared to the current values, is a separate logical step. It

is also possible to use different thresholds in different

image areas. For example one may use a different threshold

in brighter areas. In this case the threshold has to be

computed using a subset of ‘‘outsiders’’ belonging to that

region.

One may use statistical methods to find out an average

for a specific scene type (for example daylight, normal

contrast and brightness). Analyzing several daylight scenes

the authors obtained good results by using a threshold

placed at 30% of the distance between the ‘‘outsider’’ (255)

and the ‘‘insider’’ (0).

6 Comparison with other segmentation algorithms

The image segmentation based on SI metrics is not using

any position information when sorting the pixels into

classes. Therefore it is directly comparable with the linear

color thresholding, nearest-neighbor classification, color

space thresholding and probabilistic methods that do not

require the position of the pixels in the image during the

segmentation.

We compare with linear color thresholding and near-

est-neighbor. Color space thresholding is a generalized

version of the linear color thresholding. Since hue infor-

mation available in typical automotive scenes is not

directly related to a certain class, this method will deliver

similar results to linear color thresholding. Using the

discretized version of the entire joint probability distri-

bution (probabilistic methods) allows to model any

segmentation method. For example, if the F3 metric is

used for the computation of the probability distribution,

then the method delivers the same results as our seg-

mentation based on SI metrics. The memory requirements

to store the entire lookup table and the computing

resources required to update it, make the last method

unsuitable for real time image processing implementations

in the automotive domain and therefore also for the direct

comparison.

For the linear color thresholding, two classes were

defined. One contains the road and the lane markings and

the second contains everything else (all relevant objects,

etc.) Of course, it is possible that the bright objects are

classified as belonging to the wrong class, but such prob-

lems are common to all methods that rely solely on the

color information. The hue information is not relevant for

the road, therefore is ignored for the classification. In order

to improve the results of the classification the boundaries of

the classes were automatically computed using the results

of the road and lane detection (for example the minimum

road intensity of the analyzed region.

For the nearest-neighbor classification the preclassified

exemplars were automatically updated (road, lane marking,

object detection algorithms have provided the required

values). In order to compensate for situations in which no

objects were detected (therefore no exemplars could be

provided for the object class), some predefined (manually

obtained from images in the sequence) values were also

used. The distance to the preclassified exemplars was

computed using the euclidean metric.

Before the results are presented, one remark has to be

made. Due to performance reasons, the SI segmentation

was implemented only from and up to 8 pixels distance

from the image margins. The other two methods were

implemented to process the complete image.

The results from Figs. 6, 7, 8, 9, 10 are ordered in the

following manner: original image (top-left), color seg-

mentation based on SI metrics using F3 (top-right, marked

with yellow), nearest-neighbor (bottom-left, marked with

cyan) and linear color thresholding (bottom-right, marked

with magenta).

The scene in Fig. 6 is a low contrast scene. Few

observations can be done without looking into detail:

Fig. 6 Comparison with other segmentation algorithms—low con-

trast scene
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– the linear thresholding is wrongly classifying road

pixels as relevant object pixels,

– the SI metric and nearest-neighbor have similar results.

The SI metric classifies less from the shadow under the

closest car as relevant object pixels,

– the results of the SI metric are denser in most areas as

the one of the nearest-neighbor algorithm.

If the results are investigated into detail as in Fig. 7, the

following supplementary observations can be done:

– the SI metric segmentation provides for the automotive

use the best selectivity in the far regions. Sometimes

there is a price to pay, for example in this case the price

is the missing detection of the distant car on the right

side of the detailed image. It is filtered out by the SI

segmentation, while the other two algorithms extract

relevant pixels in that area,

– the linear color thresholding incorrectly classifies many

dark points near the lane markings as relevant object

points.

The comparison in Fig. 8 shows the behavior of the

algorithms in the case of near objects and shadows. The

following observations hold:

– all algorithms are experiencing problem with strong

cast shadows,

– the linear color segmentation classifies many road and

shadowed areas as object relevant pixels. This can be

improved using a more constrictive threshold (the one

used is obtained from the road detection algorithm and

is influenced for example by bright road regions).

In Fig. 9 is presented the situation for far objects. One

characteristic of the far objects is that their shadows are not

visible in the picture and therefore the segmentation

algorithms will accurately detect the intersection line of

the object base with the road. The tires can also be

distinguished easily. The following observations can be

done:

– all algorithms work properly, extracting at least the

lower part of the cars,

– for the far objects, the algorithm based on SI metric

works less satisfying than the other two.

The last example is presented in Fig. 10. This image

sequence was taken with another camera having a single

Fig. 7 Detail comparison—low contrast scene

Fig. 8 Comparison with other segmentation algorithms—close scene

Fig. 9 Comparison with other segmentation algorithms—far objects

Fig. 10 Comparison with other segmentation algorithms—different

objects
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CCD imager as opposed to the other sequences which were

acquired using a 3 CCD camera. There are two observa-

tions to be done:

– the nearest-neighbor and the linear color thresholding

extract many dark points near the lane markings as

relevant object points. In this example, the lane

marking on the right is practically doubled by a line

of wrongly classified points by the two algorithms,

– due to the fact that there was no direct illumination of

the scene, the linear color thresholding has less

classification errors in the road regions,

– the linear color thresholding has difficulties in extract-

ing the motorbike driver from the background. The

other two algorithms are working fine in this case.

Summing up the following conclusions can be drawn

based on these examples and others that were investigated

for this work, but not presented here:

– the linear color thresholding is not able to correctly

separate between object, shadows and road pixels. It

extracts often pixels corresponding to road, shadow and

background as significant pixels. Its weakness is easy to

link to the way the color space is divided for the

classification. Sections using planes generates rectan-

gular structures in the SI plane. Their form is not

matching the conical shapes that are characteristic for

elements of the automotive scenes.

– Nearest-neighbor classification works almost as good as

the classification using the SI metric. Since the nearest-

neighbor algorithm computes the distance to the

preclassified exemplars by using the euclidean metric,

it can be sometimes very similar to the SI metric. If the

preclassified exemplars for the irrelevant class are given

by the average road, lane marking and sky values then

this method is founded on the same basis as the one

based on the SI metric. Unfortunately the costs of going

over the list with preclassified exemplars for all pixels,

make this method significantly slower that the other two.

– The classification employing the SI metric performs in

most automotive scenes better than the other two

methods. The weakness that was identified (detection

of the far objects) is related to the fact that in those

cases the saturation exhibits small values (due to the

small quantity of reflected light, the sensitivity of the

imager is limiting the color definition). The intensity is

mainly defining the object footprint in the picture.

Since the F3 metric used is weighting both saturation

and intensity equally, its sensitivity is in these cases

almost cut in half. This weakness should be compen-

sated either by using a specialized detection algorithm

for far objects or by employing a different threshold in

image regions that are containing far objects.

7 Conclusion

We demonstrated that the SI plane of a color image con-

tains significant information for automotive applications.

Under normal conditions in automotive scenarios this

information can be used to perform a segmentation of the

image in such a way that possible obstacles (cars, trucks,

vegetation, etc.) can be distinguished from the road back-

ground as clusters of points.

This article analyzed the HSI space, showing which

components are relevant for image segmentation. It intro-

duced several weighting functions to be used during

segmentation. In order to improve the sensibility of the

method, adaptive coefficients were proposed. The pre-

sented method can be used as a direct input to an object

detection algorithm that can use the clusters of points to

validate an object using its form (e.g. [21]).

Another approach is to use this method as a prepro-

cessing step for higher-level detection algorithms. In this

case the output of the weighting function is not threshol-

ded, but directly passed to the next processing step. This is

similar to a contrast enhancement method.

Even if presented in the automotive context, the method

itself is a general segmentation method in the HSI space. It

can also be used in other applications requiring the extraction

of an object from an image. For example, if the background

saturation and intensity values can be computed (or are

known), then the weighting function F3 can be applied

directly to extract the object(s) from the background.

The proposed method was integrated with promising

results [21] in a vision sensor in use at Group Research

Electronics, Volkswagen AG.
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