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Abstract
Purpose Accurate placement of the needle is critical in interventions like biopsies and regional anesthesia, during which 
incorrect needle insertion can lead to procedure failure and complications. Therefore, ultrasound guidance is widely used to 
improve needle placement accuracy. However, at steep and deep insertions, the visibility of the needle is lost. Computational 
methods for automatic needle tip localization could improve the clinical success rate in these scenarios.
Methods We propose a novel algorithm for needle tip localization during challenging ultrasound-guided insertions when 
the shaft may be invisible, and the tip has a low intensity. There are two key steps in our approach. First, we enhance the 
needle tip features in consecutive ultrasound frames using a detection scheme which recognizes subtle intensity variations 
caused by needle tip movement. We then employ a hybrid deep neural network comprising a convolutional neural network 
and long short-term memory recurrent units. The input to the network is a consecutive plurality of fused enhanced frames 
and the corresponding original B-mode frames, and this spatiotemporal information is used to predict the needle tip location.
Results We evaluate our approach on an ex vivo dataset collected with in-plane and out-of-plane insertion of 17G and 22G 
needles in bovine, porcine, and chicken tissue, acquired using two different ultrasound systems. We train the model with 5000 
frames from 42 video sequences. Evaluation on 600 frames from 30 sequences yields a tip localization error of 0.52 ± 0.06 
mm and an overall inference time of 0.064 s (15 fps). Comparison against prior art on challenging datasets reveals a 30% 
improvement in tip localization accuracy.
Conclusion The proposed method automatically models temporal dynamics associated with needle tip motion and is more 
accurate than state-of-the-art methods. Therefore, it has the potential for improving needle tip localization in challenging 
ultrasound-guided interventions.
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Introduction

This paper focuses on the clinical challenge of needle tip 
localization during minimally invasive ultrasound-guided 
procedures such as regional anesthesia and biopsies 
[1–3]. These procedures are typically performed using the 

conventional 2D B-mode ultrasound, and the needle may be 
inserted using one of two techniques: in-plane, where the 
needle is inserted parallel to the ultrasound beam, or out-of-
plane, where the needle insertion plane and the ultrasound 
beam are perpendicular. Although in-plane insertion should 
ideally produce a conspicuous needle shaft and tip, it is com-
mon for the needle to veer away from the narrow field of 
view, producing no shaft and/or a low-intensity tip. Out-of-
plane insertion, on the other hand, usually produces no shaft 
information and a low-intensity tip. In either case, the inter-
ventional radiologist must rely on recognizing low-inten-
sity features associated with tip motion while concurrently 
manipulating the ultrasound transducer and the needle, a 
challenging task, which is exacerbated by motion artifacts, 
noise, and high-intensity anatomical artifacts. Therefore, 
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accurate and consistent visualization of the needle tip is 
often difficult to achieve. Consequently, it is common for a 
non-experienced radiologist to miss the anatomical targets, 
and this could lead to injury, increased hospital stays, and 
reduced efficacy of procedures.

To address this challenge, several methods have been 
proposed, and these can broadly be categorized as hardware 
or software based. On the hardware front, mechanical nee-
dle guides, which are designed to keep the needle aligned 
with the ultrasound beam, are prominent [4]. Some needle 
guides have predetermined angles of approach, while oth-
ers permit minor adjustments, but overall, needle guides are 
inefficient in procedures where fine trajectory adjustments 
are required, or out-of-plane insertion is desired. Another 
method involves the integration of sensors at the needle tip 
[5, 6], but this makes the needles more expensive. 3D/4D 
US gives a wider field of view, overcoming the limitations 
of 2D ultrasound [7], but current technology has poor reso-
lution and a low frame rate, making it unsuitable for real-
time applications. Electromagnetic/optical tracking systems 
[8–13] have been proposed, but they necessitate specialized 
needles and probes, thus adding a huge cost to the basic 
ultrasound system. Furthermore, electromagnetic systems 
are susceptible to interference from metallic objects in the 
operating environment. Lastly, robotic systems facilitate 
autonomous or semi-autonomous needle insertion [14, 
15], but they are expensive and not practical for routine 
procedures.

Software-based methods, on the other hand, rely on image 
analysis methods applied to the B-mode ultrasound images, 
to facilitate automatic needle recognition. This review will 
focus on machine learning-based methods, which have been 
shown to outperform classical computer vision methods. 
Hatt and colleagues suggested a method for needle localiza-
tion, utilizing an Adaboost classifier and beam-steered ultra-
sound images [16]. Their approach requires a visible needle 
shaft, which is easier to obtain on ultrasound systems with 
beam steering capability and difficult otherwise. Moreover, 
this method would not work for out-of-plane needles. Beigi 
et al. presented a learning-based method for segmentation 
of imperceptible needle motion, relying on optical flow and 
support vector machines [17], but the method is computa-
tionally expensive (1.18 s per frame). Pourtaherian and col-
leagues have proposed a framework for needle detection in 
3D ultrasound, using orthogonal-plane convolutional net-
works [18]. As earlier noted, 3D ultrasound is not widely 
available, and 2D ultrasound remains the standard of care.

In our previous work, we demonstrated deep learning 
approaches for needle shaft and tip localization, based on 
convolutional neural networks (CNNs). One instance [19] 
focuses on needle tip localization for in-plane needles, in 
individual frames, when the shaft is at least partially visible. 
Recently, we presented other methods targeting challenging 

procedures where the needle shaft may not be visible [20, 
21]. This latter work employed a novel foreground detection 
scheme, in which the needle tip feature is extracted from 
consecutive frames, using dynamic background information. 
The enhanced needle frames are then fed to CNNs, one at 
a time, for needle tip localization. Although the methods in 
[20, 21] achieved good tip localization accuracy and high 
computational efficiency, tip localization was affected by 
motion artifacts in the clinical setting, for example, those 
arising from physiological activity such as breathing or 
pulsation.

In this paper, we build on our previous work and propose 
a more robust and accurate needle tip localization strategy, 
suitable for localization of both in-plane and out-of-plane 
needles under 2D ultrasound guidance, in which there is 
no shaft information. In the new approach, we enhance the 
needle tip using the foreground detection scheme introduced 
in [20, 21]. However, instead of using individual enhanced 
frames as input to a neural network, we feed a consecutive 
fused image sequence, derived from fusion of the enhanced 
frames and the corresponding B-mode frames, to a time-
aware neural network which consists of a unified convolu-
tional neural network (CNN) and a long short-term memory 
(LSTM) recurrent neural network. The CNN acts as a fea-
ture extractor, with stacked convolutional layers which pro-
gressively create a hierarchy of more abstract features. The 
LSTM on the other hand models temporal dependencies in 
time-series data. The combination of CNNs and LSTMs is 
thus able to capture time dependencies on features extracted 
by convolutional operations, thus supporting sequence pre-
diction. In our case, the network learns spatiotemporal fea-
tures associated with needle tip movement, for example, 
needle tip appearance and trajectory information, and suc-
cessfully localizes the needle tip in the presence of abrupt 
intensity changes and motion artifacts.

The main contribution of this paper is a novel 
CNN–LSTM learning approach, optimized for learning tem-
poral relationships emanating from needle tip motion events. 
Since the proposed framework does not rely on needle shaft 
visibility, it is appropriate for the localization of thin needles 
and both in-plane and out-of-plane trajectories. We demon-
strate that the new approach has a significant edge over the 
prior art, thus making it a good candidate for integration 
in a computer-assisted interventional system for needle tip 
localization.

Methods

The proposed method is designed for hand-held 2D US 
probes during in-plane and out-of-plane needle insertion. 
We split the problem of motion-based needle localization 
into two parts: (a) motion detection in each frame and (b) 
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spatial–temporal feature extraction. The two components of 
the proposed method are illustrated in Fig. 1: (1) Similar to 
our previous work in [20, 21], we extract needle tip features 
caused by otherwise imperceptible scene changes arising 
from needle motion in the 2D ultrasound image (“Needle 
tip feature extraction from ultrasound frame sequences” sec-
tion). This is achieved by logical subtraction of the current 
frame (foreground) from the previous frame, which acts as 
a dynamic reference (background). We achieve an enhanced 
needle frame without requiring a priori information about 
the needle trajectory, (2) we fuse the enhanced tip images 
and the corresponding B-mode images and feed multiple 
consecutive fused images to a novel CNN–LSTM frame-
work which localizes the needle tip in the last frame of the 
sequence (“Needle tip localization” section). In the next sec-
tions, we describe the main aspects of these methods.

Dataset overview

The 2D B-mode US data used in this work were collected 
using two imaging systems: SonixGPS (Analogic Corpora-
tion, Peabody, MA, USA) with a hand-held C5-2/60 curvi-
linear probe, at 30 frames-per-second (fps) and 2D hand-held 
wireless US (Clarius C3, Clarius Mobile Health Corpora-
tion, Burnaby, BC, Canada) at 24 fps. Three needle types 
were used in our experiments: a 17G SonixGPS vascular 
access needle (Analogic Corporation, Peabody, MA, USA), 

a 17G Tuohy epidural needle (Arrow International, Reading, 
PA, USA), and a 22G spinal Quincke-type needle (Becton, 
Dickinson and Company, Franklin Lakes, NJ, USA). The 
needles were inserted in freshly excised bovine, porcine, 
and chicken tissue, with the chicken tissue overlaid on a 
lumbosacral spine phantom, in-plane ( 25◦ to 60◦ ) and out-
of-plane up to a depth of 70 mm. For experiments conducted 
with the SonixGPS needle, we collected tip localization data 
from the electromagnetic (EM) tracking system (Ascension 
Technology Corporation, Shelburne, VT, USA). The data 
were collected by a clinician who introduced motion seen 
in clinical situations, via large probe pressure while con-
currently rotating the transducer. We collected 80 video 
sequences (45 in-plane, 35 out-of-plane: 40 with SonixGPS 
system and 40 with Clarius C3 system), with each video 
sequence having more than 300 frames. The experiment 
particulars are shown in Table 1. Data for training and vali-
dation were extracted from 42 sequences. Test experiments 
were conducted on 600 frames extracted from 30 left out 
sequences. The test data were chosen to focus on sequences 
with large motion artifacts.

Needle tip feature extraction from ultrasound frame 
sequences

We consider a temporal sequence of ultrasound frames, 
with each frame denoted by the spatiotemporal function 

Fig. 1  Block diagram of the proposed framework for needle tip localization from spatiotemporal information. The input to the neural network 
consists of a consecutive sequence of five fused images derived from enhanced tip images and the corresponding B-mode images
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US(x, y, t) , where t  represents the time index and (x, y) are 
the spatial indexes. We want to broadly categorize the pixels 
in each frame as either a foreground (needle tip) or back-
ground (tissue). To achieve this, we utilize a dynamic back-
ground subtraction model which we first introduced in [21]. 
To enhance the needle tip in frame US(x, y, t) , we consider 
US(x, y, t − 1) , as a background, and perform the operation:

Here, ∧ represents the bitwise AND logical operation, 
and (1) calculates the conjunction of pixels in the current 

(1)USE(x, y) = US(x, y, y) ∧ US(x, y, t − 1)
c
.

frame and the logical complement of the preceding frame. 
Therefore, the output, USE(x, y), contains only pixels that 
are in the present frame and not in the previous frame. (1) 
is remarkably efficient at extracting the needle tip since it 
considers any spatiotemporal intensity variation between 
consecutive frames. To further enhance the needle tip, the 
output of (1) is passed through a median filter with a 7 × 7 
kernel. Figure 2 illustrates a typical output of this enhance-
ment approach on four consecutive frames (yielding three 
consecutive enhanced frames). The process of needle tip 
enhancement is almost cost-free and takes 0.0016 s on a 
512 × 512 frame. Certainly, there could be other motion 

Table 1  Experimental details 
for 2D US data collection

IP in-plane insertion, OP out-of-plane insertion

Imaging system Needle type, dimensions, insertion profile, tissue # of videos Pixel size (mm)

SonixGPS 17G SonixGPS (1.5 mm, 70 mm), IP, bovine 5 0.17
17G Tuohy (1.5 mm, 90 mm), IP, bovine 5 0.17
22G BD (0.7 mm, 90 mm), IP, bovine 5 0.17
22G BD (0.7 mm, 90 mm), OP, bovine 5 0.17
17G SonixGPS (1.5 mm, 70 mm), OP, porcine 5 0.17
17G Tuohy (1.5 mm, 90 mm), IP, porcine 5 0.17
17G SonixGPS (1.5 mm, 70 mm), IP, chicken 5 0.17
22G BD (0.7 mm, 90 mm), OP, chicken 5 0.17

Clarius C3 17G SonixGPS (1.5 mm, 70 mm), IP, bovine 15 0.24
17G Tuohy (1.5 mm, 90 mm), IP, bovine 15 0.24
22G BD (0.7 mm, 90 mm), OP, porcine 5 0.24
22G BD (0.7 mm, 90 mm), OP, chicken 5 0.24

Fig. 2  The needle tip enhancement process applied to four consecu-
tive ultrasound frames, from data collected with in-plane insertion of 
a 17G needle in porcine tissue. Row 1: Original B-mode ultrasound 

frames, US(x, y, t) . Row 2: Needle tip enhanced images, USE(x, y) . 
Notice that without the enhancement step, the needle tip is not easy to 
visualize with the naked eye
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artifacts picked up by (1), and therefore, the learning-based 
approach described next is important, to accurately localize 
the needle tip from USE(x, y).

Needle tip localization

In “Needle tip feature extraction from ultrasound frame 
sequences” section, we have derived enhanced tip images 
USE(x, y) from consecutive frames in a B-mode ultrasound 
sequence. It is expected that the tip feature in USE(x, y) will 
exhibit a high intensity. Nevertheless, there are often motion 
artifacts or high-intensity artifacts arising from anatomy, 
which could be equally significant in the enhanced image. 
For this reason, we cannot rely on the highest intensity in 
USE(x, y) to be the needle tip. To accurately localize the 
needle tip, we feed a plurality of fused images, comprising 
a combination of the tip enhanced images and the corre-
sponding B-mode images, to a CNN–LSTM network, which 
associates spatial needle tip features in each enhanced frame, 
with the temporal information across the frame sequence. 
Next, we describe this deep learning framework, emphasiz-
ing the aspects that are unique to our approach.

CNN architecture

We introduce a new deep neural network for needle tip 
localization, whose architecture, shown in Fig.  3 and 
Table 2, combines convolutional and recurrent layers. The 
convolutional layers extract abstract representations of 
the input image data in feature maps. The recurrent layers 
implemented as LSTM layers pass previous hidden states 
to the next step of the sequence. The overall network holds 
information on previously seen data and uses it to make 
decisions.

The input to the network consists of a sequence of five 
fused images, with each image consisting of the enhanced tip 

image + the corresponding B-mode image. Using the fusion 
strategy instead of using only the enhanced tip image input 
is important because in case the needle tip does not move 
within the five-frame consecutive sequence, tip informa-
tion is still available in the input, derived from the original 
B-mode frame (if there is no tip motion, USE(x, y) is ideally 
all zeros, and does not contain any tip information). The 
frame number of 5 has been empirically determined based 
on optimizing computational efficiency of the network, 
while considering typical ultrasound frame rate and needle 
insertion speed for the data. Each input image is resized to 
512 × 512 . The input data feeds a series of four convolu-
tional layers, which apply the respectively defined convo-
lutional operations to each temporal slice in the input. The 

Fig. 3  Architecture of the deep CNN–LSTM network for needle tip 
localization. L-R: Input data from five fused images (enhanced tip 
image + corresponding B-mode image) are processed by four time-
distributed convolutional layers. These are followed by convolutional 

LSTM layers which model temporal dynamics associated with needle 
tip motion from the prior extracted activation maps, and lastly, two 
fully connected layers, whose final output is the tip location (x, y)

Table 2  Architecture of the CNN–LSTM network

N Layer name Output dimensions Kernel Filter number

0 Input 5 × 512 × 512 × 1 – –
1 Conv 1 5 × 512 × 512 × 16 3 16
2 Maxpool 5 × 256 × 256 × 16 2 –
3 Conv 2 5 × 256 × 256 × 16 3 16
4 Maxpool 5 × 128 × 128 × 16 2 –
5 Conv 3 5 × 128 × 128 × 32 3 32
6 Maxpool 5 × 64 × 64 × 32 2 –
7 Conv 4 5 × 64 × 64 × 32 3 32
8 Maxpool 5 × 32 × 32 × 32 2 –
9 LSTM 1 5 × 32 × 32 × 16 3 16
10 Maxpool 5 × 16 × 16 × 16 2 –
11 LSTM 2 5 × 16 × 16 × 8 3 8
12 Maxpool 5 × 8 × 8 × 8 2 –
13 LSTM 3 8 × 8 × 4 3 4
14 Maxpool 4 × 4 × 4 2 –
15 FC 1 20 – –
16 FC 2 2 – –
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size of feature maps varies in different convolutional layers 
varies as shown in Table 1. All convolutional layers employ 
rectified linear units (ReLUs) activations, whose nonlinear 
function is defined as �(x) = max(0, x) . Each convolutional 
layer is followed by a max pooling layer, which also applies 
the max pooling operation to each temporal slice in the input 
at that stage. The convolutional max pool sequence is then 
followed by three convolutional LSTM layers, whose output 
size mirrors the input temporal sequence. Like the convolu-
tional layers, the convolutional LSTM layers are interspersed 
with max pool layers. The last LSTM layer is followed by 
another max pooling layer, and two fully connected layers of 
size 20 and 2, respectively, since the desired model output 
is the tip position (x, y).

Training details

For data collected with the SonixGPS system, we derive 
ground-truth needle tip locations (x, y) in each frame using 
the inbuilt electromagnetic tracking system, cross-checked 
by an expert interventional radiologist with more than 
25 years of experience. For data collected with the Clarius 
C3 system (which does not have a tracking solution), the 
ground-truth tip locations are determined via manual labe-
ling by the expert radiologist. The labels are rescaled to be in 
the range [0, 1]. Following our desired output, we train our 
network as a regression CNN–LSTM, using Adam optimizer 
and mean squared error (MSE) loss. We trained and evalu-
ated the model using Tensorflow in Google Colab, powered 
by the 12 GB Tesla K80 GPU parallel computing platform. 
The needle tip enhancement method was implemented in 
MATLAB 2019b on a 3.6 GHz Intel (R) Core™ i7 16 GB 
CPU Windows PC.

Experimental results and discussion

We evaluated the performance of the proposed method by 
comparing the automatically localized tip with the ground 
truth obtained from the electromagnetic tracking system 
for data collected with the SonixGPS needle. For data col-
lected with needles without tracking capability (Tuohy and 
BD needles), the ground truth was determined by an expert 
sonographer. Tip localization accuracy was determined from 
the Euclidean distance between the corresponding measure-
ments [20, 21].

Qualitative results

In Fig. 4, we illustrate the needle tip localization results 
for three consecutive frames, for in-plane needle inser-
tion. These results show that the needle tip is accurately 
localized, even when it is not easily discernible with 

the naked eye. The proposed method performs well in 
the presence of high-intensity artifacts in the rest of the 
ultrasound image. Meanwhile, the proposed method is 
not sensitive to the type and size of the needle used in 
the experiments.

Model comparison

We use two metrics to compare the performance of the pro-
posed method with existing state-of-the-art methods and 
variants of the current approach: tip localization error and 
total processing time. This comparison is shown in Table 3.

On our test data of 600 frames extracted from 30 ultra-
sound sequences, the proposed method achieved a tip locali-
zation error of 0.52 ± 0.06 mm and an overall computation 
time of 0.064 s (0.0016 s for frame enhancement and 0.062 s 
for model inference). Here, we consider the computational 
cost for enhancing one frame since we used a sliding win-
dow approach with a frame overlap of four frames in our 
model. We trained a similar CNN–LSTM model with input 
of raw B-mode ultrasound frames (without the tip enhance-
ment step), while keeping the network’s architecture and 
training detail constant. The resulting model performed 
poorly, with a tip localization error of 5.92 ± 1.5 mm. This 
was not unexpected: Without enhancement, the needle tip 
feature is often not distinct. Thus, the model could not learn 
the associated features, and this led to poor performance.

Next, we tried the approach described in [21], where the 
needle tip is enhanced, using a similar approach to the one 
described in this paper, and the resulting image is fed to a 
network derived from the YOLO architecture [22] for nee-
dle tip detection. For a fair comparison, localization errors 
above 2 mm (24% with [21] compared to 6% of the test 
data with the proposed method) were not considered. This 
model achieves a localization error of 0.79 ± 0.15 mm which 
is higher than that of the proposed method. A one-tailed 
paired t test shows that the difference between the localiza-
tion errors from the proposed method and the method in [21] 
is statistically significant (p < 0.005).

We also compared the proposed method with the 
approach of [20], where the needle tip is also first enhanced, 
and then fed to a model cascade of classifier and a loca-
tion regressor. This approach achieves a localization error 
of 0.74 ± 0.08 mm (81% of the test data below 2 mm error), 
with statistically significant under-performance compared 
to the proposed method (p < 0.005). It is not hard to under-
stand why the proposed method is superior to the methods 
in [20, 21]: The current approach takes as input an enhanced 
sequence of needle tip images and hence learns spatiotempo-
ral information related to both structure and motion behavior 
of the needle tip. The previous methods, on the other hand, 
take in one frame at a time and do not learn any temporal 
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information. This makes them prone to artifacts that may 
look like the needle tip, especially when they are outside 
the needle trajectory.

Conclusions

In this paper, we have presented a novel approach for 
localization of the needle tip in 2D ultrasound, focusing 
on operating scenarios when the needle shaft is not visible 
and/or the needle tip does not have a characteristic high 
intensity. The proposed method achieves a better tip locali-
zation accuracy on challenging datasets, when compared 
to state-of-the-art methods in [20] (30% improvement) 
and [21] (34% improvement). Although the method in 
[20] achieves better computational efficiency, the current 
approach has a competitive processing time of 0.064 s (15 
fps). Moreover, this processing time can be improved with 
code optimization. The proposed approach has been tested 
on data collected with two imaging systems: one cart-
based and the other hand-held. The data were collected 
using three different needle types and three different tissue 
types. From the results, it is observed that the proposed 
method performs well for both in-plane and out-of-plane 

Fig. 4  Needle tip enhancement and localization results in three 
frames from one ultrasound sequence, obtained with in-plane inser-
tion of a 22G needle in chicken tissue. Column 1 shows the origi-
nal B-mode ultrasound frames. Note that the needle tip is difficult 
to observe and shaft information is unavailable. Column 2 shows 
the needle tip enhanced image USE(x, y) obtained using the method 
described in “Needle tip feature extraction from ultrasound frame 

sequences” section. Here, the tip appears as a characteristic high 
intensity in the image. Column 3 shows the fused image, derived 
from USE(x, y) and the corresponding B-mode image. A consecutive 
sequence of five fused images is input to the CNN–LSTM network. 
Column 4 shows the tip localization result obtained from the CNN–
LSTM model described in “Needle tip localization” section

Table 3  Comparing performance of the proposed method with state-
of-the-art methods and alternative implementations

Method Error (mm) Processing 
time (s)

Error below 
2 mm (%)

Proposed method 0.52 ± 0.06 0.064 94
Proposed method 

with raw input
5.92 ± 1.5 0.062 4

Method in [21] 0.79 ± 0.15 0.092 76
Method in [20] 0.74 ± 0.08 0.021 81



826 International Journal of Computer Assisted Radiology and Surgery (2021) 16:819–827

1 3

needle insertions and does not require the needle tip to 
appear as a high intensity or a continuous feature in the 
ultrasound image. Furthermore, the localization accuracy 
does not vary significantly with needle type and size.

We believe our proposed work would augment clini-
cians and thus improve the target detection rate, procedure 
time, and success rate. Nevertheless, we would like to out-
line some of the aspects of our work that require further 
attention: (1) We have only evaluated the proposed method 
on ex vivo data. Although we gave attention to introduc-
ing clinically relevant and challenging situations during 
data collection, in vivo evaluation is still required to fully 
assess the clinical utility of the proposed method. (2) 
Although we collected scans from two different ultrasound 
machines, we did not investigate the domain invariance of 
our method. (3) The needles that are used in this study are 
17G and 22G needles which have minimal bending during 
insertion into the ex vivo tissue. For very small needles, 
tissue motion introduced by the needle insertion could be 
exceedingly small resulting in no clear enhanced needle 
image. As part of our future work, we will investigate 
the success of our method on small bending needles. (4) 
The proposed work is based on the information extracted 
from B-mode ultrasound data. Currently, some medical 
device companies provide access to radio frequency (RF) 
ultrasound data. In the future, one potential pivot, which 
could provide improved localization, would be the fusion 
of information extracted from RF data with B-mode ultra-
sound data. (5) The proposed method utilizes supervised 
learning, which requires the labeling of needle tip loca-
tion. A clinical evaluation would require the collection and 
labeling of large-scale data, which is a time-consuming 
procedure. As part of our future work, we will also inves-
tigate using a semi-supervised learning method to limit 
the annotation efforts.
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