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Abstract

Purpose Pulmonary nodule detection has great significance for early treating lung cancer and increasing patient survival.
This work presents a novel automated computer-aided detection scheme for pulmonary nodules based on deep convolutional
neural networks (DCNNs).

Methods The proposed approach employs 3D DCNNs based on squeeze-and-excitation network and residual network (SE-
ResNet) for pulmonary nodule candidate detection and false-positive reduction. Specifically, a 3D region proposal network
with a U-Net-like structure is designed for detecting pulmonary nodule candidates. For the subsequent false-positive reduction,
a 3D SE-ResNet-based classifier is presented to accurately discriminate the true nodules from candidates. The 3D SE-ResNet
modules boost the representational power of the network by adaptively recalibrating channel-wise residual feature responses.
Both models utilize 3D SE-ResNet modules to learn nodule features effectively and improve nodule detection performance.
Results On the public available lung nodule analysis 2016 dataset with 888 scans included, the proposed method reaches high
detection sensitivities of 93.6% and 95.7% at one and four false positives per scan, respectively. Meanwhile, the competition
performance metric score of 0.904 is achieved. The proposed method has the capability to detect multi-size nodules, especially
the extremely small nodules.

Conclusion In this paper, a 3D DCNNs framework based on 3D SE-ResNet modules is proposed to detect pulmonary nodules
in chest CT images accurately. Experimental results demonstrate superior effectiveness of the proposed approach in pulmonary
nodule detection task.
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Introduction With the rapid increase of screening demand and CT avail-

ability, radiologists are getting much pressure to process the

Lung cancer is the leading cause of cancer death around the
world with high morbidity and mortality [1]. According to
relevant studies [2], the 5-year survival rate of lung cancer
patients is among 10-16%. Approximately 70% of patients
in these studies are diagnosed with advanced cancer without
effective treatments. Early detection of pulmonary nodules is
very critical for patient care, which will increase the overall
5-year survival rate to 52% [3]. As one of the most sensitive
imaging modalities, chest computed tomography (CT) has
been widely used for pulmonary nodule screening owing to
its high image quality, resolution and rapid acquisition [4].
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huge amount of image data. Hence, computer-aided detec-
tion (CADe) schemes in chest CT have been developed to
help radiologists identify the pulmonary nodules and improve
detection efficiency.

A number of CADe schemes have been introduced to
detect pulmonary nodules in CT images. A CADe scheme
typically consists of two stages: (1) pulmonary nodule can-
didate detection and (2) false-positive reduction. The first
step aims to detect pulmonary nodule candidates at a very
high sensitivity, which generates many false positives in the
meantime. The second stage is to reduce the false positives
by classifying whether the candidates are true nodules or not.
Although many researchers have made some progresses in
pulmonary nodule detection, it remains a challenging task
due to the diversity and complexity of pulmonary nodules.
Pulmonary nodules, as shown in Fig. 1, have large varia-
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Fig. 1 Some classical pulmonary nodules. From left to right, isolated, juxta-vascular, juxta-pleural, and ground glass opacity nodules

tions in size, shape and location [5], such as isolated nodules,
juxta-pleural nodules, juxta-vascular nodules and ground
glass opacity nodules. Additionally, some false-positive can-
didates are often mistaken for suspicious nodules because of
the similar morphological characteristics with true nodules.

Over these years, several conventional CADe schemes
have been developed based on image processing and machine
learning techniques [6]. Lu et al. [7] proposed a hybrid
method (dot-enhancement filters, fuzzy connectedness seg-
mentation and regression tree classification, etc.) for pul-
monary nodule detection. Saien et al. [8] used sparse field
level sets to segment nodule candidates and selected 18 fea-
tures based on gray-level distribution, size and shape to train
RUS AdaBoost classifier for false-positive elimination. Gong
et al. [9] adopted a 3D tensor filtering algorithm and local
image feature analysis to detect nodule candidates. A 3D
level set segmentation method was used to correct the con-
tours of nodule candidates. Then, random forest classifier and
19 image features were used to reduce false positives. Since
the design of handcrafted features of pulmonary nodules is
based on prior knowledge (shape, intensity, size, etc.), there
are obvious limitations in the conventional CADe schemes.
Firstly, pulmonary nodules’ feature extraction relies on the
accurate segmentation of the nodule candidates. However,
the accurate segmentation of nodules is affected by the irreg-
ular shapes of nodules, the attachments of nodules to other
anatomical objects, different image quality, etc. In addition,
the wide variation in lung nodules in CT scans prevents
handcrafted features from fully characterizing complicated
nodules, which results in the limited discriminative capacity
for pulmonary nodules.

Recently, with the development of deep convolutional
neural networks (DCNNSs) [10, 11] and the emergence of
a large amount of labeled data [12], deep learning tech-
niques have been rapidly developed in the field of medical
image analysis [13—15]. DCNNs with extraordinary learning
power can acquire highly discriminative features from image
data, eliminating the requirement of handcrafting pulmonary
nodule features. Setio et al. [16] extracted multi-planner 2D
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patches from each candidate and used multiple streams of
2D convolutional neural networks (CNNs) for false-positive
reduction. ZNET [12] used U-Net [17] on each axial slice for
nodule candidate detection. In false-positive reduction, three
2D orthogonal slices of each candidate were fed to the wide
residual network [18]. Due to the 3D nature of CT images, 3D
CNNs have recently been proposed, encoding 3D spatial con-
textual information of pulmonary nodules, which are more
conducive than 2D DCNNSs in terms of recognizing nod-
ules. Huang et al. [19] generated nodule candidates using a
local geometric-model-based filter and classified candidates
using a 3D CNN. Dou et al. [20] trained three 3D CNNs with
different input sizes to merge multi-level contextual infor-
mation for false-positive reduction. Besides, Dou et al. [21]
adopted 3D fully convolutional network with online sam-
ple filtering for candidate screening. They introduced two
residual blocks [22] into a 3D CNN for false-positive reduc-
tion. Jin et al. [23] constructed a deep 3D residual CNN with
spatial pooling and cropping (SPC) layers for false-positive
reduction stage. Ding et al. [24] used 2D Faster R-CNN [25]
with VGG-16 model to generate suspicious candidates and
adopted a 3D DCNN to remove false-positive nodules. Zhu
et al. [26] used a 3D Faster R-CNN with dual path networks
(DPNs) [27] and a U-Net-like encoder—decoder structure for
nodule detection, where DPN benefited from the advantage
of ResNet [22] and DenseNet [28]. Khosravan et al. [29]
modeled pulmonary nodule detection as a cell-wise classifi-
cation problem and designed a single 3D DCNN with dense
connections [28]. Besides, Zhu et al. [30] utilized weakly
labeled data in electronic medical records and adopted 3D
DCNNs with expectation—-maximization for weakly super-
vised pulmonary nodule detection.

Even though CADe schemes based on DCNNs have
achieved good results, most of the networks (ResNet, Wide
ResNet, DenseNet, DPN, etc.) applied in CADe schemes
only improve networks performance by changing spatial
dimensions of networks. For example, the famous ResNet
relieves the problem of gradient disappearing while deep-
ening the network depth and brings remarkable accuracy
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enhancement from the network depth increase. Squeeze-
and-excitation network (SENet) [31] is proven to have
performed well in many object detection and image clas-
sification applications by considering channel relationships
of the convolutional features. Moreover, SENet has also been
developed in medical image analysis. Zhu et al. [32] incor-
porated squeeze-and-excitation (SE) residual blocks in the
U-Net to improve segmentation accuracy of organs-at-risks
from head and neck CT. However, to our best knowledge, the
effectiveness of SE-ResNet on pulmonary nodule detection
has not been extensively explored.

This paper proposes a novel CADe scheme based on 3D
DCNNSs framework for automated pulmonary nodule detec-
tion. The proposed framework mainly follows two stages: (1)
nodule candidate detection that adopts 3D region proposal
network (RPN) using a U-Net-like structure and (2) false-
positive reduction using a 3D DCNN classifier. In addition,
both models utilize SE-ResNet modules to boost the rep-
resentational power of the network and improve detection
performance. The proposed method has been validated on
lung nodule analysis 2016 (LUNA16) dataset and achieved
good performance in pulmonary nodule detection.

Methods
Nodule candidate detection
3D SE-ResNet module

The SE-ResNet module integrates the advantages of the two
state-of-the-art networks: residual learning for feature reuse
and squeeze-and-excitation operations for adaptive feature
recalibration.

In deep networks, the phenomenon of vanish-
ing/exploding gradients and network degradation become
more obvious with the increased depth in the plain net-
work. The identity-based shortcut connection in residual
learning is an efficient way to enhance information flow
over feature propagation and is able to mitigate the above
problems in deeper networks. The SE blocks put the focus
on channel-wise information, not spatial, to improve the
representational power of the network. The SE blocks
perform dynamic channel-wise feature recalibration by
explicitly modeling the interdependencies between chan-
nels. Spurred by the effectiveness of SE block and residual
learning on general image processing tasks, the proposed
method designs 3D SE-ResNet modules in the framework
for pulmonary nodule detection. The 3D SE-ResNet module
introduces the SE block into residual learning to adap-
tively recalibrate channel-wise residual feature responses.
Through the feature recalibration strategy, the network
is able to acquire the importance degree of each residual

feature channel, which can enhance useful channel features
according to the importance degree and suppress less useful
ones. The SE blocks enhance the representational capacity
of the basic modules throughout the network. Considering
that pulmonary nodule detection in volumetric CT scans is
a 3D object detection problem, the proposed 3D SE-ResNet
module makes the most of 3D spatial contextual information
of pulmonary nodules by extending the 2D SE block and
residual block to the 3D form. The 3D SE-ResNet module
extracts more valuable 3D features from CT scans than those
extracted from the 2D form. It can be formulated as

X" = Fres(X), ey

where X is the input feature. The function Fres(X) is the 3D
residual mapping to be learned. X™* is the residual feature.
| H W
e = Fald) = g 2 2 2 K0T B,
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where z = [z, 22,...,2c] and z. is the cth element of
z € RC. Fyq represents the squeeze function that aggre-
gates global spatial information into channel-wise statistics
by global average pooling. C is the number of channels of
the residual mapping, and L x H x W is the spatial dimen-
sions of X', xI* € REXH*W refers to the feature map of
cth channel from the residual feature X".

s = Fex(z, W) = 0(W28(W12)), 3)

where Fex is the excitation function that generates scale

values s € R for residual feature channels. It is parame-

terized by two fully connected (FC) layers with parameters
c

c
W, € R7*€ and W, € RE*7F, the ReLU function § and
the sigmoid function o. To reduce computation costs, the
reduction ratio is set to » = 16.

Xzes = Ficale (Xzes, Sc) =S¢ chs’
Xres — [Xrles’ Ees, e Xzes]’ (4)

where Fycale (Xges, sc) refers to channel-wise multiplication
between the feature map X' € R¥*WxL and the learned
scale value s.. The scale value s, represents the importance
degree of cth channel. After the squeeze-and-excitation oper-
ations, the calibrated residual feature XS is obtained.

Y = 5(X™+X). 5)
where the formulation X™5+X is realized by a shortcut con-

nection and element-wise addition. We obtained the output
feature Y after the ReLLU function §. The basic 3D ResNet
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Fig.2 a Structure of the original
3D ResNet module and

b structure of the 3D SE-ResNet
module
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module and the basic 3D SE-ResNet module are illustrated
in Fig. 2a, b, respectively.

The 3D SE-ResNet module easily optimizes the deep
network and helps DCNNs extract expressive features of pul-
monary nodules. Additionally, it can selectively emphasize
informative nodule features. By taking advantage of the 3D
SE-ResNet modules, the proposed method learns the fea-
tures with high discrimination capability, which is favorable
to identify the pulmonary nodules from the complicated envi-
ronment.

Nodule candidate detection network architecture

The network for nodule candidate detection adopts 3D RPN
[25] based on a U-Net-like structure, as shown in Fig. 3. The
3D RPN utilizes multi-scale anchors for object detection, and
the U-Net-like structure with skip connections effectively
combines the features from shallow and deep layers. This
integration is conducive for detection of multi-scale nodules.

The inputs of this network are cropped cubes of CT
images. Firstly, there are two convolutional layers with
3 x 3 x 3 kernel size in the feedforward path. And four 3D SE-
ResNet blocks interleaved with four 3D max-pooling layers.
The first two 3D SE-ResNet blocks consist of two SE-ResNet
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(b) 3D SE-ResNet Module

modules, and the rest have three modules. The backward path
is constructed by two deconvolutional layers (kernel size of
2 and stride of 2) and two 3D SE-ResNet blocks. After each
deconvolutional operation, the feature maps are merged with
the corresponding layers from the feedforward path. It is
followed by dropout with a probability of 0.5 and two con-
volution layers with a kernel size of 2. Three different sizes
of anchors are applied to the final feature map in order to gen-
erate a set of object proposals, each with a 5 * 1 vector that
represents the location of (x, y, z), diameter and objectness
score. In accordance with the size distribution of nodules,
the anchors are designed with the sizes of 5, 15, and 35 mm,
respectively.

Multitask learning loss function

The binary class label of each anchor box is assigned based on
its intersection over union (IoU) with the target nodule. If the
IoU overlap of an anchor box is higher than 0.5, it is assigned
as a positive sample. Anchors that have IoU lower than 0.02
are labeled as negative samples. Other anchors that are nei-
ther positive nor negative will be neglected in the training
process. The contribution of multitask learning in RPN had
been validated by Ren et al. [25]. The ablation experiments
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Fig.3 3D DCNN architecture for pulmonary nodule candidate detec-
tion. Each cube in the figure represents a 4D tensor, where the number
inside the cube represents the spatial size and the number outside the

in [25] indicate that multitask learning in RPN outperforms
classification learning (object vs. not object) or regression
learning alone and improves detection accuracy. Therefore,
we minimize an objective function following the multitask
loss in RPN. Our loss function is composed of classification
loss for the anchor box (nodule vs. not nodule) and regression
loss for nodule coordinate (x, y, z), and nodule size d. For
each labeled nodule, the multitask function is defined by:

L(p,1) = *Las(p, P*)+ P*Luee (15,17 ). (©)

where p and p* represent the predicted probability and label
for an anchor box, respectively. The label for the positive
sample is p*=1 and for the negative sample is p*=0. 74 and
tg represent the four parameters of the predicted bounding
box and ground-truth bounding box, respectively. A is weight
parameter of the two loss terms, set to 0.5. L¢s(p, p*) is
the classification loss calculated by binary cross-entropy loss

function, and Leg (t,g , t;) is regression loss of location infor-

mation calculated by smooth L1 loss function. The equation
suggests that only positive sample labeled as (p* = 1) is
considered in regression loss.

cube represents the number of channels. The model employs three
anchors and multitask learning loss, including coordinates (x, y, z) and
diameter d regression, and candidate box classification

The total regression loss of location information is defined
by:

Lreg(tﬂ, t;‘) = Z smoothLl(tﬁ — tg),

Befx,y,z,d}
0.5x2, if x| <1
smoothy(x) = { |x| — 0.5, otherwise. @

The four parameters of the predicted bounding box and
ground-truth bounding box are given by:

oo (XX Y= ya 27z (d
ﬂ da ’ da ’ da ’ g da ’

X* =X Y —=ya ¥ —2a d*
= , , ,1 — ). 8
# ( ds A dy O 2\4, ©

where (x, y, z,d) are the coordinates and the side length
of the predicted bounding box, (x*, y*, z*, d*) are parame-
ters of the ground-truth bounding box and (xa, ya, zZa, da) are
parameters of the anchor bounding box.
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Online hard negative mining

There are more negative samples than positive samples in the
training process of nodule candidate detection stage. Most
negative samples could be easily classified by the network
except a few hard ones which have similar morphological
appearance with nodules. The hard negative samples includ-
ing more valuable information than the simple ones help
networks improve the ability to distinguish negatives. Hence,
online hard negative mining (OHNM) strategy is adopted
to deal with the sample imbalance problem. Firstly, the
network generates a set of proposed bounding boxes with
different confidences after forward propagation. Then, N
negative samples are selected randomly from a candidate
pool. According to the classification confidence scores before
the sigmoid function, these negative samples are sorted in
descending order and the top n samples are selected as the
hard negatives. Other negative samples are discarded and not
considered in the loss computation.

False-positive reduction

After the step of nodule candidate detection, it usually results
in many false positives (pleural). In order to accurately dis-
criminate the true nodules from a large number of candidates,
a 3D DCNN is designed for nodule candidate classification,
as shown in Fig. 4. By reducing false positive, more pul-
monary nodules can be detected at a lower false positive
rate. Candidate crops are extracted according to predicted
coordinates from the detector. They are first fed into two con-
volutional layers with a kernel size of 3 and a max-pooling
layer. Three 3D SE-ResNet blocks are employed to learn
high-level features, where each block contains three SE-
ResNet modules. Each block is followed by a max-pooling
layer. Finally, 3D average pooling layer and an FC layer are
used for nodule or nonnodule classification. Furthermore,
dropout layers with a probability of 0.2 are added after max-
pooling layers and the FC layer to avoid overfitting. The
classification loss is measured by binary cross-entropy error.

Experiments and results
Dataset

The proposed method was evaluated on the LUNA 16 dataset
including 888 CT scans with 1186 nodules in total. The
dataset was randomly and equally split into ten subsets
for tenfold cross-validation. For each fold, one subset was
selected for testing, seven subsets for training and two sub-
sets for validation. The LUNA16 dataset was refined from
the large public LIDC-IDRI dataset. In this dataset, the scans
with slice thickness greater than 2.5 mm and missing slices
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were excluded. The pulmonary nodule annotations in the
dataset were collected during a two-phase image annota-
tion process performed by four professional radiologists. The
reference standard of LUNA 16 challenge consists of all nod-
ules > 3 mm accepted by at least three out of four radiologists.

Preprocessing

Lung segmentation images provided by LUNA16 were used
to obtain lung region mask. Convex hull and dilation were
used to make sure the segmented lung includes all nodules.
The final image pixel values were clipped to [—1200, 600]
and normalized to [0, 255]. Pixels for nonlung regions were
padded with 170. As the scans in the dataset had different spa-
tial resolutions, all the slices were resampled to an isotropic
resolution of 1 x 1 x 1 mm.

Implementation details

In the stage of nodule candidate detection, the size of 3D
patches was 128 x 128 x 128 because of the GPU memory
limitation. Data augmentation of positive samples was car-
ried out to alleviate the overfitting problem. The patches were
rescaled between [0.8, 1.2], left-right flipped and rotated
randomly. The model was trained for 100 epochs and the
initial learning rate was 0.01, which was decreased to 0.001
after 40 epochs and 0.0001 after 80 epochs, respectively. The
batch size parameter was determined by GPU memory. A
large number of nodule proposals would be produced during
the detection stage, but many of them overlapped with each
other. Therefore, nonmaximum suppression (NMS) with IoU
threshold as 0.1 was used in the test phase. In addition,
nodules with a probability of less than 0.1 were discarded.
For false-positive reduction stage, the cropped inputs were
48 x 48 x 48 3D patches. The positive samples were aug-
mented in the same way as those in the detection stage and
translated of 1 mm along each axis. The mini-batch size for
the model was 128, and training was stopped when the accu-
racy on the validation set did not improve after 40 epochs.
The learning rate initialized as 0.01 and 0.001 after ten
epochs, and 0.0001 at the halfway of the training. Both mod-
els adopted stochastic gradient descent with a momentum of
0.9. Besides, batch normalization was applied to improve the
regularization ability of models. The framework was imple-
mented with PyTorch deep learning library using 6 NVIDIA
TITAN Xp 12 GB GPUs.

Evaluation metrics

The performance of the proposed scheme was evaluated by
measuring the detection sensitivity and the corresponding
false positive rate per scan (FPs/scan). The sensitivity is
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the percentage of lung nodules that are correctly identified,
which is defined as:

TP

TP + FN ©

Sensitivity =
where TP is the number of true positive cases and FN is the
number of false-negative cases. The analysis is performed
by using free receiver operating characteristic (FROC) anal-
ysis according to LUNA16 challenge. The competition
performance metric (CPM) score is used in this paper,
which is defined as the average sensitivity at seven pre-
defined false-positive rates: 0.125, 0.25, 0.5, 1, 2, 4 and 8
FPs/scan. Besides, the 95% confidence interval using boot-
strapping with 1000 bootstraps is calculated. According
to the LUNA16 official evaluation system, a candidate is
regarded as a true nodule if the location of the candidate is
within a distance R of the nodule center, where R refers to half
the diameter of the nodule annotation. Although LUNA16
challenge ended on January 3, 2018, the evaluation script of
LUNAI1G6 is still available online. Therefore, we evaluated
the performance by the publicly available evaluation script
of LUNA16.

Nodule detection results

During nodule candidate detection stage, a total of 1157
nodules were detected on the whole dataset. The high sensi-
tivity of 97.55% with 33.79 candidates per scan on average is
achieved by the proposed approach. Meanwhile, the average
diameter difference between detected nodules and ground
truth is 1.21 mm. After false-positive reduction, the proposed
CADe scheme achieves superior sensitivity and high CPM
score of 0.904. The FROC curve of the scheme is presented
in Fig. 5. It suggests that our method yields sensitivities of

Sensitivity
© o o
S v o

e
W

0.2 4
0.1
—— The proposed method
0.0 T T T T T
0.125 0.25 0.5 1 2 4 8

Average number of false positives per scan

Fig.5 FROC curve of the proposed method. Dashed curves represent
the 95% confidence interval estimated by bootstrapping

93.6% at 1 FPs/scan and 95.7% at 4 FPs/scan, respectively.
Figure 6 shows the comparisons of the number of detected
nodules with the number of ground truths in different sizes
at 8 FPs/scan, which illustrates that the proposed method has
the ability to detect multi-size nodules with a high detection
rate, especially the extremely small nodules less than 5 mm.

Ablation study

To further explore the performance of the proposed method,
ablation experiments about false-positive reduction are per-
formed. In the ablation experiments, we used one subset for
testing, seven subsets for training and two subsets for valida-
tion. Three different models are compared with the proposed
classifier to assess the effectiveness of SE-ResNet, and the
results are shown in Fig. 7. The first model named as Plain-
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Fig.7 Comparison of FROC curves using four different models in the
ablation experiments, with dashed curves representing the 95% confi-
dence interval estimated by bootstrapping

DCNN is a plain deep network with the same number of
convolutional layers as the proposed one. The second one
named as ResNet is identical to the proposed one except
for replacing each SE-ResNet module with a residual mod-
ule. The last one named as DeeperNet is implemented by
using four SE-ResNet modules in each block to make the
network deeper. For a fair comparison, all the models use
the same preprocessing strategy. Compared with the plain
deep network, the proposed method significantly improves
the CPM score from 0.861 to 0.916. The residual learning
used in ResNet can increase sensitivity to a certain extent.
Adding more SE-ResNet modules to the proposed model
does not further improve performance. The SE-ResNet com-
bining channel-wise operations with residual learning not
only makes the deep network easier to be optimized but
also adaptively calibrates residual feature maps, thus further
improving the performance of the scheme.

@ Springer

Cases analysis

Examples of detected true nodules, false positives and false
negatives are shown in Fig. 8. The examples presented in the
first row are true samples with complex morphology. Note
that the proposed method has the ability to detect extremely
small nodules less than 5 mm. As shown in the second row,
the false positives (such as pulmonary vessels, bronchus, etc.)
have quite similar characteristics with nodules. As for the
undetected nodules, most of them are irregular nodules or
subsolid nodules with extremely small sizes. Besides, the
lump-like nodules attached to organs and abnormal nodules
with cavities are difficult to be found. These missed nod-
ules are underrepresented in the LUNA16 dataset, and it is
potential to improve the scheme performance by special data
augmentations for these complicated nodules.

Discussion

In this paper, a novel CADe scheme for pulmonary nod-
ule detection in CT scans based on 3D DCNNs framework
is presented. The proposed method achieves promising per-
formance for the nodule detection task. The success of the
proposed approach mainly lies in three aspects. Firstly, the
detector and classifier in the framework are all based on 3D
DCNNSs, which are more suitable for volumetric medical
image processing. Secondly, a 3D RPN, based on U-Net-like
structure, that is trained with OHNM strategy is employed
for nodule candidate detection, and a 3D DCNN classifier is
used for false-positive reduction. Thirdly, both models intro-
duce SE-ResNet modules to accelerate the training process
and improve the accuracy of nodule detection. Experimental
results on LUNA16 dataset demonstrate that the proposed
method can detect the delitescent pulmonary nodules accu-
rately.

To evaluate the performance of the proposed method in
a broader context, we reported the state-of-the-art methods
using the LIDC-IDRI dataset in Table 1. As can be seen from
Table 1, the proposed CADe scheme achieves compelling
performance in comparison with other CADe schemes, indi-
cating that the method based on 3D DCNNs framework is
applicable and effective for automatic pulmonary nodule
detection.

Generally, there are two types of existing CADe schemes:
conventional method-based and deep learning method-based
schemes. Lu et al. [7] and Saien et al. [8] adopted conven-
tional methods to detect pulmonary nodules and achieved
sensitivities of 85.2% and 83.98%, respectively. These meth-
ods depend enormously on handcrafted features, which might
affect the generalization ability of classifiers. Additionally,
only 198 nodules used in [8] were less persuasive. Although
conventional methods achieved good results, their perfor-
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Fig. 8 Examples of lesions detected or undetected by the CADe scheme. The first row shows the detected nodules. The lesions in the second row

are false positives. The undetected nodules are shown in the last row

Table 1 Performance summary of recently published CADe schemes using LIDC-IDRI dataset

Methods Year 2D/3D # Scans # Nodules Size (mm) CPM score Sensitivity (%)/FPs/scan
Luetal. [7] 2015 2D 294 631 3-30 - 85.2/3.13 -
Saien et al. [8] 2017 2D 70 198 3-30 - 83.98/3.9 -
Gong et al. [9] 2018 2D 888 1186 >3 0.742 79.3/4.0 -
Setio et al. [16] 2016 2D 888 1186 3-30 0.827 90.1/4.0 85.4/1.0
ZNET [12] 2016 2D 888 1186 >3 0.811 88.4/4.0 79.3/1.0
Huang et al. [19] 2017 3D 99 - >3 - 90.0/5.0 -
Dou et al. [21]. 2017 3D 888 1186 3-30 0.839 90.6/2.0 86.5/1.0
Ding et al. [24] 2017 2D + 3D 888 1186 3-30 0.891 94.4/4.0 92.2/1.0
Zhu et al. [26] 2018 3D 888 1186 3-30 0.842 91.7/4.0 -
Jin et al. [23] 2018 3D 888 1186 >3 0912 97.1/4.0 93.3/1.0
Khosravan et al. [29] 2018 3D 888 1186 >3 0.897 - -
Proposed - 3D 888 1186 3-30 0.904 95.7/4.0 93.6/1.0

mance might decline sharply on large datasets due to the
variability of nodules and the limitations of handcrafted fea-
tures, such as Gong et al. [9] (79.3% sensitivity). Besides,
the rest methods are all based on deep learning techniques.
The biggest difference between deep learning method and
conventional method is that the former automatically learns
highly discriminative features from a large amount of medi-
cal image data instead of relying on handcrafted features.
For deep learning method-based schemes, Setio et al.
[8] and ZNET [12] used multi-stream 2D CNNs for pul-
monary nodules detection with CPM scores of 0.827 and
0.811, respectively. Although both of them used multiple
cross-sectional image patches for training, 2D CNNs could
not include enough 3D spatial information of nodules, espe-
cially for nodules with irregular shapes. Compared with the

methods that used 2D CNNs, the proposed 3D DCNNs can
directly capture and extract 3D nodule features and obtain
better results than them. Hung et al. [19] and Dou et al.
[21] underperform the proposed method because their 3D
CNNe s structures are relatively shallow compared to our 3D
DCNNSs. The 3D DCNNs benefit from deep structure and
boost the ability to extract high-level nodule features. Ding
et al. [24] generated nodule candidates with 2D Faster R-
CNN and reduced false positives with 3D DCNNSs, achieving
a CPM score of 0.891. Faster R-CNN is an advanced two-
stage detection framework for object recognition, including
two subnets: RPN and region-of-interest (ROI) classifier.
However, there are only two classes (nodule vs. not nod-
ule) in the pulmonary nodule detection task and the design
of these two subnets is relatively redundant as they pro-
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duce a similar output (binary classification and bounding box
regression). The proposed candidate detection network uses
3D RPN that can perform end-to-end detection for nodule
candidates. In addition, the application of SE-ResNet mod-
ules in our framework improves the network representative
capability compared with the plain DCNNSs. Jin et al. [23]
proposed an effective false-positive reducer, but it is only
one part of a typical CADe system. Both Khosravan et al.
[29] and Zhu et al. [26] adopted a single network for detec-
tion without further post-processing achieved CPM scores
of 0.897 and 0.842, respectively. Although the single-stage
methods are fast and have less number of parameters, the
proposed two-stage method is more accurate in the detection
of pulmonary nodules.

According to the latest leaderboard of LUNA16 chal-
lenge, the proposed method outperforms most teams
such as iDST-VC (CPM score: 0.897), qfpxfd [24],
3DCNN_NDET (CPM score: 0.882), MEDICAI (CPM
score: 0.862), resnet [21]. Additionally, PATech (CPM score:
0.951), LUNA16FONOVACAD (CPM score: 0.947) and
zhongliu_xie (CPM score: 0.922), etc. achieve better detec-
tion performance. In accordance with the limited descriptions
that they provided online, most teams used 3D DCNNs and
residual learning for pulmonary nodule detection. The resid-
ual learning, dense connection and dual path blocks used in
[21, 23, 26, 29] and LUNA16 teams only consider the con-
nections between convolutional layers. Different from these
methods, the 3D SE-ResNet module used in our method con-
centrates on the channel-wise relationships of convolutional
features. The 3D SE-ResNet module adaptively recalibrates
residual feature maps using channel-wise operations, which
enhances the representational capability of the basic modules
and efficiently extracts more representative nodule features.

In this study, we proposed an effective pulmonary nod-
ule detection method based on 3D DCNNs framework with
SE-ResNet modules. The proposed method achieves a high
CPM score of 0.904 and has the ability to detect multi-
scale nodules. Considering the complex characteristics of
pulmonary nodules, 3D networks can capture more valuable
spatial information and extract more representative features
than 2D networks. Although 3D networks take up large stor-
age space and are limited by GPU memory, they are more
appropriate for the pulmonary nodule detection task. As for
nodule candidate detection network, this work adopts 3D
RPN that can be trained end-to-end specifically for the task
of generating suspicious nodule candidates. RPN utilizes the
convolutional feature map to simultaneously regress region
bounds and objectness scores. In addition, the multi-scale
anchor-based method in RPN is vital for detecting multi-scale
nodules. Compared with nature images, medical images have
awide range of grayscale and vague boundaries. The U-Net is
suitable for processing highly complex medical images. The
U-Net-like structure is employed in the network to combine

@ Springer

the high-resolution features from the down-sampled path
with the low-resolution features from the up-sampled path,
which makes network not only have strong recognition abil-
ity but also enhance the accuracy of localization. Moreover,
the 3D SE-ResNet module allows the deep network easier to
be optimized and dynamically recalibrates channel-wise fea-
tures of residual learning, which is beneficial to boost nodule
feature discriminability. The scheme is able to estimate the
diameter of nodules while detecting them, which could assist
radiologists in the diagnosis of benign and malignant nod-
ules. In future work, we will pay attention to the diagnosis
of pulmonary nodules.

Conclusion

In this paper, an automated CADe scheme based on deep
learning has been presented for pulmonary nodule detec-
tion. The scheme is composed of nodule candidate detection
stage and false-positive reduction stage, where both of them
using SE-ResNet modules achieved superior results. A 3D
RPN based on U-Net-like structure is used for detecting nod-
ule candidates. Then, a 3D DCNN classifier is developed
for false-positive reduction. The proposed method exhibits
promising performance by the validation experiment on
LUNA16 dataset; thus, the scheme will be a powerful clinical
tool for lung cancer screening in the near future.
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