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Abstract
Background Image registration lies in the core of augmented reality (AR), which aligns the virtual scene with the reality. 
In AR surgical navigation, the performance of image registration is vital to the surgical outcome.
Methods This paper presents a practical marker-less image registration method for AR-guided oral and maxillofacial surgery 
where a virtual scene is generated and mixed with reality to guide surgical operation or provide surgical outcome visualiza-
tion in the manner of video see-through overlay. An intraoral 3D scanner is employed to acquire the patient’s teeth shape 
model intraoperatively. The shape model is then registered with a custom-made stereo camera system using a novel 3D stereo 
matching algorithm and with the patient’s CT-derived 3D model using an iterative closest point scheme, respectively. By 
leveraging the intraoral 3D scanner, the CT space and the stereo camera space are associated so that surrounding anatomical 
models and virtual implants could be overlaid on the camera’s view to achieve AR surgical navigation.
Results Jaw phantom experiments were performed to evaluate the target registration error of the overlay, which yielded an 
average error of less than 0.50 mm with the time cost less than 0.5 s. Volunteer trial was also conducted to show the clinical 
feasibility.
Conclusions The proposed registration method does not rely on any external fiducial markers attached to the patient. It 
performs automatically so as to maintain a correct AR scene, overcoming the misalignment difficulty caused by patient’s 
movement. Therefore, it is noninvasive and practical in oral and maxillofacial surgery.

Keywords Augmented reality · Oral and maxillofacial surgery · Video see-through · Image registration

Introduction

Augmented reality (AR) provides in situ augmented visu-
alization which can enhance the understanding toward a 
scene. This feature is especially useful for minimally inva-
sive surgery that has inherent challenges in surgical visuali-
zation due to the limited surgical access and indirect vision 
to surgical field. Over the past decade, AR techniques have 

emerged in medical areas such as for medical education [1], 
surgical training [2, 3] and surgical interventions [4–9] and 
are attracting more and more attentions from both industrials 
and academia. In AR surgical navigation, anatomical models 
containing rich and detailed information are generated from 
the patient’s CT or MR data preoperatively. During the sur-
gery, the models are registered to the surgical site and mixed 
with the reality by one of the means of 3D image overlay [6, 
10], optic see-through display [11–14], video see-through 
display [15–17] and projector-based mapping [18, 19], to 
provide surgeons with augmented vision on surrounding 
anatomy and critical structures, which could enhance the 
safety of the operation.

Image registration [20] lies in the core of AR, which 
aligns the virtual scene with the reality. Especially in a 
nonstructured natural environment, the image registration 
has become the bottleneck limiting the practical applica-
tion of AR. In the context of AR surgical navigation, the 
performance of image registration is vital to the surgical 
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outcome. Many image registration methods for AR surgery 
have been proposed in the literature, most of which focus on 
laparoscopic surgery. Souzaki et al. [21] presented an AR 
navigation system for pediatric oncologic surgery using a 
fiducial marker-based registration algorithm with an exter-
nal tracking device. Su et al. [17] proposed an AR surgical 
navigation system for partial nephrectomy using a 3D point 
cloud registration method with manual initialization. Puerto-
Souza et al. [22] presented an AR display system for mini-
mally invasive surgery using image-based tracking. Initial 
manual adjustment is needed to align the 3D anatomical 
model with the video stream, and feature tracking is applied 
in successive video frames to maintain the correct overlay. 
One means of achieving marker-less image registration for 
abdominal surgery is using a stereoscopic laparoscope to 
reconstruct 3D surface of the organ which is further reg-
istered to its preoperative CT model using a rigid/nonrigid 
shape matching scheme. Nevertheless, feature-based sparse 
reconstruction usually has insufficient number of 3D points 
for shape matching, while texture-poor appearance and 
specular reflection bring great challenges to pixelwise dense 
reconstruction. Stoyanov et al. [23–25] have proposed some 
dense reconstruction algorithms using a stereoscopic laparo-
scope. These algorithms require the organ surface of inter-
est have rich textures, and only a small piece of the organ 
surface can be reconstructed due to the limited endoscopic 
view. The automatic segmentation of the reconstructed 
organ surface from the background is still unsolved, and 
manual initial alignment is often required when matching 
the partially reconstructed surface with its global preopera-
tive counterpart.

To transfer the technology to clinical use, the image reg-
istration is expected to have the following characteristics in 
addition to accuracy requirement: (1) It should not introduce 
too much extra work into the current surgical flow. (2) It 
should not introduce too much extra invasiveness (including 
X-ray radiation) to the patient. (3) It should be performed 
quickly and updated in real time. Although the image reg-
istration in surgical navigation has been being a hot topic in 
the area and has drawn intensive attention in the academic 
community, existing solutions still fail to fulfill all the men-
tioned requirements, which hampers its clinical application.

In the context of oral and maxillofacial surgery, in the 
current practice a gap indeed exists between surgical plan-
ning stages and interventional procedures. Mature medi-
cal CAD/CAM technologies ensure a precise surgical plan 
based on the patient’s CT data, whereas the surgical outcome 
usually cannot be guaranteed to be the same as what the 
preoperative plan indicates. The reason is the lack of accu-
rate surgical guidance and anatomical visualization during 
the procedure. Surgical navigation for oral and maxillofacial 
surgery has the potential to fill the gap [26–29]. However, 
many challenges arise in the image registration step. Most 

of the existing solutions rely on a ‘wearing marker’ that is a 
3D printing dental cast for holding reference markers. Visual 
markers are fixed in the specified positions on the dental 
cast so that the pose of the dental cast can be tracked by an 
external optical tracker. This kind of image registration has 
several disadvantages: (1) It takes much time and labor to 
prepare such a dental cast. (2) The mismatch between the 
actual positions and the designed positions of the markers 
contributes to the tracking error. (3) For the visibility of the 
markers, the dental cast has an extending part which is out 
of the mouth to hold the markers. The tracking error will be 
significantly amplified due to the long error propagation path 
and the low stiffness of the extending part.

In our previous work [16, 30], we proposed an AR-based 
surgical navigation solution for oral and maxillofacial sur-
gery. An automatic real-time marker-less image registration 
method was presented to match the patient’s teeth model 
derived from the CT data with its 2D images captured by 
a single video camera. However, the real teeth are partially 
covered by the soft tissue gingiva which cannot be accurately 
identified and reconstructed from the CT data. In contrast, 
the gingiva will be present clearly in the 2D image, which 
means that the boundary shape between the gingiva and the 
teeth in the image is missing from the CT-derived model. 
This kind of shape inconsistency adversely affects the reg-
istration accuracy.

In this study, to overcome the shape inconsistency 
between the real teeth and the CT-derived teeth model, we 
propose to use an intraoral 3D scanner to acquire the 3D 
optical reconstruction of the teeth with the gingiva. A semi-
automatic segmentation tool based on curvature analysis is 
used to quickly extract the exposed teeth part without the 
gingiva. The exposed teeth model from the intraoral scanner 
is then matched with the preoperative CT data using an itera-
tive closest point (ICP) scheme and with an intraoperative 
stereo video camera system automatically using a novel 3D 
stereo shape matching algorithm, respectively. Therefore, 
surrounding anatomical structures, virtual implants and 
informative models from the CT data can be overlaid on 
the stereo video stream for surgical visualization and surgi-
cal outcome confirmation. The novelty and improvement of 
this study compared with existing and our previous methods 
are clarified as follows: (1) The registration is directly per-
formed by matching the 3D model with the stereo images. 
Therefore, it does not introduce any invasiveness or discom-
fort to the patient. (2) The registration does not need tedious 
preparation and can be performed in nearly real time by just 
letting the camera see the patient’s teeth, minimizing the 
interference to the current surgical workflow. (3) A novel 3D 
stereo matching algorithm is proposed to improve the shape 
matching accuracy by taking stereo images into account.
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Materials and methods

Method overview

Figure 1 illustrates the proposed image registration pro-
cedure. A customized stereo camera is built to track the 
patient’s teeth (shape tracking).

Before surgery, the patient’s CT data are acquired and 
processed to extract his/her 3D models (e.g., jaw and teeth) 
with surrounding critical anatomy (e.g., nerve channels 
and tooth roots). Virtual implants (e.g., dental implant and 
drilling/cutting positions) are designed and placed appro-
priately on the patient’s model.

Intraoperatively, a dental clamp is used to expand the 
patient’s mouth so that the teeth area is exposed to the 
camera as largely as possible. A commercial intraoral 3D 
scanner is employed to scan the teeth and produce a 3D 
model (M_B). The model M_B is matched with the cor-
responding CT-derived model M_A. This matching is only 
done once at the beginning of the surgery. Afterward, the 
pose of the patient’s teeth with respect to the stereo camera 
is obtained by matching the model M_B with the stereo 
images of the camera using a 3D stereo shape matching 
algorithm. According to the transformation chain, the 
spatial relationship between the CT space and the stereo 
camera is resolved dynamically. The anatomical models 
and virtual implants from the CT space can be overlaid 
on the stereo stream of the camera, to guide the surgical 
operation.

Data acquisition and model generation

Preoperative CT data

The patient undergoes CT scan for diagnosis and surgical 
planning purpose. According to the position of the surgical 
site, the maxilla or mandible with teeth (e.g., see M_A in 
Fig. 1) is segmented out from the CT data using a threshold-
ing-based segmentation method. The teeth model is recon-
structed for image registration purpose. It will be matched 
with its counterpart obtained by an intraoral 3D scanner. In 
addition, virtual informative information such as implants’ 
appearance, positions and orientations can also be mod-
eled in the same CT space. Because they are from the same 
CT space, these informative models will be automatically 
aligned with the stereo stream after the image registration to 
provide an AR scene. Take the mandible for example; Fig. 2 
shows the CT model generation process.

Intraoperative intraoral data

Note that the teeth model generated from CT data loses 
the soft gingiva structure. Therefore, the teeth part covered 
by the gingiva cannot be identified and removed accord-
ingly from the CT-derived model. In contrast, the teeth part 
covered by the gingiva is hidden from the stereo camera’s 
view. This will cause shape inconsistency when matching 
the CT-derived teeth model with the stereo images, making 
the matching process unstable and inaccurate. To overcome 
this difficulty, an intraoral 3D scanner is employed to acquire 

Fig. 1  Registration method overview
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the 3D model of the teeth, as shown in Fig. 3a. Figure 3b 
shows its underlying 3D mesh model. Because the 3D scan-
ner works in an optical 3D reconstruction manner, the gin-
giva structure is clearly present. The boundary of the teeth 
and the gingiva exhibits high curvature characteristic. We 
can use a semiautomatic tool (e.g., 3-matic or Geomagic) 
to quickly depict the boundary lines and extract the exposed 
teeth part (i.e., removing the part covered by gingiva), as 
shown in Fig. 3c. The 2D projection of the exposed teeth 
model should coincide well with the camera’s view if its 
pose with respect to the camera is known. By leveraging 
a 3D scanner, we have addressed the shape inconsistency 
issue when directly registering the CT-derived model with 
the stereo camera.

Stereo camera system

A stereo camera system is developed to track the patient’s 
teeth. Virtual scenes can be rendered and mixed with the 
camera’s stereo views using OpenGL APIs for AR surgi-
cal navigation. The spatial relationship between the camera 
system and the CT space is determined by the image reg-
istration procedure so that the CT-derived models can be 
overlaid on the stereo views correctly to provide a virtual 
reality mixed scene for surgical guidance. The stereo camera 
consists of two optical cameras. Stereo camera calibration 
and stereo rectification are performed to obtain the camera 
parameters and eliminate the vertical disparity of the stereo 
images.

Fig. 2  Model generation from 
CT data. Teeth models (left/
right molars and front teeth) 
are generated from the CT data 
for image registration purpose. 
Which teeth model is used for 
the registration depends on the 
location of the surgical site. The 
teeth model will be matched 
with its counterpart from the 
3D scanner so that the exposed 
teeth model (see Fig. 3c) can be 
transformed into the CT space. 
Informative models are also 
generated from the CT data for 
image overlay

Fig. 3  Model generation from 
intraoral 3D scanner. a 3D 
model with texture. b 3D mesh 
model. c Exposed teeth model
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3D scan to CT registration

3D scan to CT registration is performed by matching the 
CT-derived teeth model with the exposed teeth model from 
the 3D scanner. An ICP algorithm [31] is used to perform 
the alignment. Before the ICP algorithm is applied, the two 
models should be coarsely aligned. Observing that the 3D 
bounding box of the teeth has distinct magnitudes in width, 
length and height, principle component analysis (PCA) [32] 
is performed to obtain the three main directions of the teeth 
model, which is given by the singular value decomposi-
tion (SVD) of the zero-mean model data matrix. Together 
with the gravity center, four-point correspondences can be 
established between the two models. There are existing 
algorithms to solve the point correspondence registration 
problem. After the initial alignment, the ICP algorithm is 
performed to refine the alignment. The whole registration 
procedure is performed automatically and only is done once. 
Once the 3D scan to CT registration is done, the geometry of 
the exposed teeth model is transformed to the CT space so 
that its base coordinate system is the same as the CT’s. Next, 
we will match the exposed teeth model (after transformation) 
with the stereo images of the camera to associate the CT 
space with the stereo camera’s space.

3D scan to camera registration

3D scan to camera registration is the process of matching the 
transformed exposed teeth model (based on the CT space) 
with the camera’s stereo images. Because the camera is look-
ing at the patient’s teeth, this process is also the tracking of 
the patient’s teeth so that the virtual models from the CT 
space can be aligned with the images correctly. The under-
lying idea is 3D–2D shape matching [33]. Assume there is 
a virtual stereo camera whose camera parameters are set to 
be the same as the real ones, a pair of virtual stereo images 
can be rendered using the graphics APIs (e.g., OpenGL). 
Given different poses of the model with respect to the vir-
tual camera, the rendered virtual stereo images will change, 
just like you are looking at the same object from different 
viewpoints. If we could find a viewpoint from which the 
rendered virtual stereo images are the most consistent with 
the real stereo images, the model’s pose can be determined 
from that viewpoint.

Problem formulation

Assume Pl = K(I, 0) and Pr = K(I, b) denote the projection 
matrix of the left and right cameras, respectively, where K is 
the camera’s intrinsic matrix, I is the identity matrix, b has 
a form of (−b, 0, 0)T with b the length of the stereo camera’s 

baseline. Above parameters are obtained by stereo camera 
calibration. The task is to solve the following maximization 
problem:

where Proj(obj,PiT), i = l, r is the 2D projected shape of 
the 3D model obj using the projection matrix PiT, i = l, r ; 
T = (R, t; 0, 1) is the pose of the obj with respect to the left 
camera; s(⋅, ⋅) is the metric measuring the similarity between 
the projected 2D shape and the image; Il and Ir represent the 
left and right image of the camera.

The 2D projected shape of a 3D model consists of a set 
of edge feature points (xi, yi) with the associated direction 
vectors di representing the normal of the 2D shape at (xi, yi) . 
The edge feature points (xi, yi) are the projection points of 
the 3D model’s edges whose face angles are beyond a certain 
threshold. The similarity metric s between a 2D projected 
shape with N points and an image I is defined as follows:

where ∇I(xi, yi) represents the image gradient at (xi, yi) . 
Please refer to our previous work [16] for the implementa-
tion details of how to extract the 2D projected shape given a 
rendered view of a 3D model using OpenGL.

Search algorithm

Direct optimization of Eq. (1) is iterative in nature and takes 
significant time to converge with the state-of-the-art com-
puting hardware because it does not have an analytic form. 
Instead, a coarse-to-fine scheme is proposed to solve the 
problem. We first match the model with the left and right 
images separately to find a good initial pose. The first step 
casts the problem into the same problem as the one in our 
previous work [16]. The search strategy is briefly described 
as follows: Thousands of views of the 3D model are ren-
dered regularly in a spherical coordinate system whose ori-
gin is located at the centroid of the 3D model, by setting 
viewpoints of a virtual camera which has the same intrinsic 
parameters as the real cameras. The generated views are 
clustered into aspects according to their mutual similari-
ties. The similarity of two rendered views is calculated by 
first extracting the 2D projected shapes and then calculating 
the average absolute value of the dot product of the direc-
tion vectors on the overlapped pixels. The aspect here is a 
cluster of views whose mutual similarities are high. After 
clustering is finished, the aspect is downsampled to the next 
higher image pyramid level and the clustering process is 
repeated. In the online search phase, the aspects on the top 
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level are searched for in the top level of the image, and all 
the aspects exceeding the similarity threshold will be added 
into a candidate list. All candidates are tracked down along 
the hierarchical image level until reaching the bottom. The 
aspect with the highest similarity score is the viewpoint we 
are looking for.

Refinement algorithm

After the initial matching, the 3D model is coarsely aligned 
with the stereo images. Next, we will perform pose refine-
ment. Assume the current pose of the model with respect to 
the left camera is Tl = (R, t; 0, 1) , its pose with respect to 
the right camera is calculated by Tr = (R, t + b; 0, 1) . With 
Tl and Tr we can project the 3D model onto the left and right 
images as 2D contour shapes, denoted by � l and � r . � l and 
�

r consist of 2D points which are the projections of salient 
3D edge points on the model. For each point xi = (xi, yi)

T 
in �  , the nearest edge point x̂i = (x̂i, ŷi)

T in the image is 
searched for along the direction of ∇xi . This can be achieved 
by first convolving the image with a Laplacian of Gaussian 
filter and then finding the zero crossing of the filtered image 
along ∇xi [34]. Denote by Xi = (Xi, Yi, Zi)

T the correspond-
ing 3D point of xi on the model; we optimize the following 
function to update the current pose:

where dist(x, y) represents the Euclidean distance between 
the inhomogeneous coordinates of x and y; and Nl and Nr are 
the point number of � l and � r , respectively. Equation (3) can 
be efficiently solved using the BFGS algorithm [35]. Once 
the pose is updated, the next iteration is performed until the 
change of the pose is less than a threshold.

Experiments and results

Experimental setup

A jaw resin phantom (including the maxilla and mandible) 
was fabricated using a 3D printer from a volunteer’s CT 
dataset. Red wax was attached to the phantom to mimic 
the gingiva. For accuracy evaluation, small solid balls 
with a radius of 0.5 mm were made on the phantom’s 
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Fig. 4  Experiments. a Jaw CT model (including the maxilla and 
mandible) with target points. b 3D printed phantom. c Stereo cam-
era system. d Tracked stylus mimicking a surgical tool. e Optical 3D 

reconstruction of the upper and lower teeth using an intraoral scanner. 
f Software interface. g Experimental scene
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surface as target points whose 3D coordinates in the CT 
space are known. Figure 4a shows the CT model with 
target points, and Fig. 4b shows the picture of the cor-
responding phantom. Figure 4c shows the stereo camera 
system which consists of two USB3.0 industrial cam-
eras with the image resolution of 2048 × 2048 (GS3-U3-
41C6M-C, FLIR Systems). The length of the baseline was 
approximately 110 mm. The stereo camera was calibrated 
and rectified using the OpenCV library. We have devel-
oped a GPU-based robust and fast x point feature detec-
tion and localization method based on which the 6DoF 
pose of a surgical tool can be tracked with the track-
ing error of less than 0.25 mm at a frame rate of 30 Hz 
[36]. Figure 4d shows a stylus mimicking the surgical 
tool being tracked. A commercial intraoral 3D scanner 
(TRIOS, 3Shape, Denmark) was employed to acquire the 
optical 3D reconstruction of the upper and lower teeth as 
shown in Fig. 4e. It took about 5 min to scan the phan-
tom and acquire the 3D model of the exposed teeth. Fig-
ure 4f shows our developed software for 3D stereo image 
registration and AR visualization. Figure 4g shows the 
experimental scene.

Experimental protocol

The purpose of the experiment was to evaluate the accu-
racy of the proposed image registration. To evaluate the 
accuracy, we projected the target points (small balls) from 
the CT space to the stereo video stream using the reg-
istration matrix. It was expected that the overlaid target 
points coincided with their counterparts on the phantom. 
We measured the distance between the real target points 
on the phantom’s surface and the indicated target points 
by the virtual balls as the target registration error (TRE) 
using the tracked stylus. The stylus was used to mimic 
the surgical tool. The final error of AR guidance in real 
surgery comes from two sources. One is the AR image 
registration error, and the other is the surgical tool track-
ing error. Using a stylus to evaluate the TRE can show the 
most realistic error taking both error sources into account. 
Choosing either the upper or lower teeth as the registration 
target, the details of the accuracy evaluation procedure are 
described as follows.

• The exposed teeth model of the 3D scanner reconstruc-
tion was extracted by delineating the boundary curve 
using the 3-matic software. The extraction was finished 
within 2 min.

• The exposed teeth model was matched with the cor-
responding CT model and then transformed to the CT 
space.

• Since the TRE increases along with the distance to the 
registration feature, we divided the exposed teeth model 

into three parts: front teeth, left molars and right molars. 
For evaluating the TRE in different areas (i.e., front teeth 
area, left molars area and right molars area), the nearest 
corresponding model would be chosen. In our experi-
ment, we chose the front teeth area as the evaluation area.

• The stereo camera was used to capture the stereo video 
of the phantom as shown in Fig. 4g. For each stereo 
image pair, teeth tracking was performed to outline the 
bounding box of the teeth part. Within the restricted area, 
3D–2D matching was performed to obtain the initial pose 
of the exposed teeth model. Next, the 3D stereo matching 
was performed to obtain the refined pose with respect to 
the stereo camera.

• The target balls were overlaid on the stereo views of 
the camera using the registration matrix. The TRE was 
measured on each target position using the tracked stylus 
shown in Fig. 4d.

Experimental results

Mandible

We first chose the lower teeth as the registration target and 
evaluated the TRE on the mandible. The 3D scan to CT reg-
istration yielded a maximum registration error of 0.23 mm. 
Figure 5 shows the surface error distribution of the exposed 
teeth model after the registration. The most part of the sur-
face had very small alignment error.

The results of 3D scan to camera registration using the 
front teeth model are shown in Fig. 6. It took about 0.1 s 
to finish the initial matching and another 0.3 s to finish the 
3D stereo matching. The first row of Fig. 6 shows the initial 
matching result. After the pose refinement, the matching 
accuracy was obviously improved which is indicated by the 
rightmost picture of the second row in the figure. The reg-
istration was repeated by ten times, and the TRE was meas-
ured in the evaluation area. The results are shown in Table 1. 
An average error of 0.42 mm was obtained.

Fig. 5  3D scan to CT registration error of the lower exposed teeth 
model
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Fig. 6  Evaluation of 3D scan to camera registration using lower teeth model

Table 1  Target registration error 
on mandible

Index 1 2 3 4 5 6 7 8 9 10 11 12

Error/mm 0.32 0.51 0.43 0.66 0.25 0.31 0.39 0.71 0.24 0.26 0.31 0.63

Fig. 7  Evaluation of 3D scan to 
camera registration using upper 
teeth model

Table 2  Target registration error 
on maxilla

Index 1 2 3 4 5 6 7 8 9 10 11 12

Error/mm 0.41 0.35 0.33 0.30 0.38 0.37 0.39 0.33 0.34 0.32 0.43 0.34
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Maxilla

We next chose the upper teeth as the registration target and 
evaluated the TRE on the maxilla. The 3D scan to CT reg-
istration yielded a similar result with that of the mandible. 
The results of 3D scan to camera registration using the front 
teeth model are shown in Fig. 7, and the TREs are given in 
Table 2. An average error of 0.36 mm was obtained.

Volunteer trial

We also performed experiments on a volunteer to confirm 
the practical feasibility of the method. A woman who suf-
fered from front tooth loss agreed to be our volunteer. The 
aim of the surgery was to place a dental implant in her 
lower jaw. With the proposed image registration method, 
the procedure could be guided using AR. The surgical 
planning results including the implant’s position and ori-
entation were overlaid on the stereo views of the camera. 
The surgeon was able to operate, avoid critical structures 
and confirm surgical outcomes with the help of the AR 
scene. In addition, the stereo AR views provided stereo 
parallax which gave the surgeon more accurate spatial 
perception compared with a single view. Figure 8 shows 
the experimental scene and AR scene of the volunteer 

trial. Because the proposed image registration method 
does not introduce invasiveness to the patient, we tested 
the AR guidance before the clinical procedure on the vol-
unteer. In the following real surgery, the patient was fully 
disinfected and covered with sterile drapes. Sterile opera-
tion was strictly applied.

Conclusion and discussion

The proposed registration method has adequate accuracy and 
does not rely on any external fiducial markers attached to the 
patient. It performs automatically so as to maintain a correct 
AR scene, overcoming the misalignment difficulty caused by 
patient’s movement. Therefore, it is noninvasive and prac-
tical in oral and maxillofacial surgery and may achieve a 
seamless integration between computer-aided surgical simu-
lation and the interventional procedure. The stereo camera 
can also serve as a tracking device for measuring the pose of 
the surgical instrument, leading to a virtual reality surgical 
navigation paradigm where the instrument is visualized with 
respect to the patient’s anatomy.

Because the teeth have less texture and only occupy a 
small portion of the camera view, it is very challenging to 
reconstruct only the exposed 3D surface of the teeth in real 

Fig. 8  Volunteer trial. a Surgical planning. b Experimental scene. c Stereo AR views. d Loss function [value of Eq. (3)] improving along with 
the iteration number
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time without background noise using either structured light 
or stereo vision. Therefore, we propose to match the 3D teeth 
model with the stereo video stream (left and right images) 
directly. Experiments were performed to evaluate the regis-
tration accuracy which was less than 0.5 mm. Note that the 
TRE was measured on the phantom surface rather than in the 
free 3D space. It is meaningful because in the real surgery, 
the surgeon will find the entry points on the patient’s jaw 
according to the AR guidance. The entry points are indeed 
planned on the surface of the jaw, rather than in a free 3D 
space. On the real-time performance of the registration, at 
present it takes approximately 0.5 s to finish the registration. 
The time cost could be further reduced by using a GPU.

One concern may be about the artifacts in CT images 
induced by metal implants for some patients. The arti-
facts bring challenges to image segmentation. For modern 
advanced CT machines, effective artifacts reduction algo-
rithms (such as single-energy metal artifact reduction) have 
already been integrated; therefore, we can take the scanning 
protocol that can suppress metal artifacts when taking the 
CT images. For residual light artifacts, in the stage of pre-
operative model generation it is possible to refine the seg-
mentation by manual delineation. For very severe artifacts 
that make a large portion of teeth of interest unrecognizable, 
this will lead to an inaccurate teeth mesh model which may 
adversely affect the image registration. The proposed method 
in this paper is supposed to be used in AR-guided oral and 
maxillofacial surgery for those patients who have small num-
ber of missing teeth with moderate metal artifacts.

In the future work, we will develop a navigation sys-
tem for oral and maxillofacial surgery by integrating the 
proposed registration method. The system will fill the gap 
between the CAD/CAM-based surgical planning and the 
intraoperative guidance. Just like the car navigation where 
the GPS satellites should see the car, in our navigation sys-
tem the only requirement to generate correct AR scenes is 
to expose the patient’s teeth to the camera.
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