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Abstract
Objective This paper proposes an indexing and retrieval
solution to gather information from distributed DICOM
documents by allowing searches and access to the virtual
data repository using a Google-like process.
Methods and materials The medical imaging modalities
are becoming more powerful and less expensive. The result
is the proliferation of equipment acquisition by imaging cen-
ters, including the small ones. With this dispersion of data,
it is not easy to take advantage of all the information that
can be retrieved from these studies. Furthermore, many of
these small centers do not have large enough requirements
to justify the acquisition of a traditional PACS.
Results A peer-to-peer PACS platform to index and query
DICOM files over a set of distributed repositories that are
logically viewed as a single federated unit. The solution is
based on a public domain document-indexing engine and
extends traditional PACS query and retrieval mechanisms.
Conclusion This proposal deals well with complex search-
ing requirements, from a single desktop environment to dis-
tributed scenarios. The solution performance and robustness
were demonstrated in trials. The characteristics of presented
PACS platform make it particularly important for small insti-
tutions, including educational and research groups.

Keywords PACS · DICOM · Information retrieving ·
Search engine

C. Costa (B) · F. Freitas · M. Pereira · A. Silva · J. L. Oliveira
University of Aveiro, DETI/IEETA,
3810-193 Aveiro, Portugal
e-mail: carlos.costa@ua.pt

Introduction

Over the last decade, the use of digital medical imaging
systems in healthcare institutions has significantly increased,
and they constitute valuable tools supporting the medical
profession, both in decision support and in treatment pro-
cedures. Research and industry efforts to develop medical
imaging equipment, which evolved gradually to a grid of
networked imaging resources, have been the major driving
forces towards the wide acceptance of the picture archiving
and communication system (PACS) concept.

PACS empowers healthcare practitioners with the capabil-
ity to remotely access multimedia patient information and to
setup telemedicine, telework and collaborative work environ-
ments [1]. Currently, there are PACS solutions with different
architectures and services, from simple models, typically
used in small laboratories, to enterprise-wide platforms,
mostly used in large hospital networks. The PACS concept
encompasses several technologies that include hardware and
software for acquisition, distribution, storage and analysis of
digital images in distributed environments [2].

The digital imaging and communications in medicine
(DICOM) standard architecture was a major contribution to
the exchange of structured medical imaging data [3]. Cur-
rently, almost all medical imaging equipment manufacturers
provide embedded DICOM (Version 3) digital output in their
products. As a result, large volumes of DICOM data have
been produced in the last few years, creating enormous sets
of clinical data that, in most of the cases, have been stored
in local archives without remote indexing and retrieval facil-
ities.

In this paper, we present a novel approach to handle this
data that is based on an indexing and retrieval software ser-
vice that can be easily installed in any DICOM server or in
any computer that stores DICOM files.
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Materials

Typically, the core element of PACS is a central server that
stores the images and the database that contains complemen-
tary information about patients and studies (Fig. 1). This
system implements the DICOM Storage Service that allows
any imaging equipment to directly send the acquired images
to the centralized PACS archive. The access to the stored
images is then supported by the Query and Retrieve Service
[4] or Web Access to DICOM Persistent Objects (WADO)
[5]. DICOM Version 3 is currently a well-established stan-
dard in the medical field, and its characteristics facilitate the
interoperability between modality equipments and informa-
tion systems (Fig. 1).

PACS were originally conceived to store the huge amount
of images that are generated in a hospital, and the searching
mechanisms were rather small. They were specifically cho-
sen to allow a medical specialist to retrieve images based,
for instance, on patient name or on patient ID. However, the
spread of the PACS through the internet has created unfore-
seen scenarios for the use of this technology.

Query and retrieval

A typical DICOM persistent object contains the pixel image
data together with several descriptive information blocks.
This metadata includes attributes like the image modality,
equipment reference, acquisition parameters, image resolu-
tion, measurements or clinical trial study data. Moreover, the
DICOM structured reports (SR) object supports both conven-
tional free-text reports and structured information.
The PACS may gather all this information (image, descriptive
information, report) that can be retrieved later by authorized

users. However, because the archive only typically contains
a small number of fields to support the DICOM Information
Model Query/Retrieve (DIM Q/R) model, a great portion
of this information is not searchable. Also, with traditional
PACS, we do not have a content-based retrieval system avail-
able.

Small-sized and distributed environments

Medical imaging modalities are successively becoming more
powerful and less expensive. The result is the proliferation
of equipment acquisition by imaging centers, even in small
ones. A good example is the new generation of ultrasound
equipment that is extremely compact and has high-
performance imaging capabilities. Typically, these small cen-
ters do not have large enough requirements to justify the
acquisition of a traditional PACS. They usually have a single
reviewing workstation with the capacity to store a few months
of exams or, at most, a free small PACS solution. As a major
consequence, any healthcare institution, even with limited
human or financial resources, is currently able to generate
and collect their own medical imaging data [6]. Nevertheless,
expensive computational tools and human skills are usually
concentrated in a small number of specialized medical cen-
ters. In those centers, properly trained professionals are able
to provide the correct diagnosis to the patient’s physician
[7–9]. To provide the technical infrastructure to this work-
flow, besides the network, we can envision a set of method-
ologies such as PACS services, simple DICOM data transfer
using file servers (ftp, http) or email, or specific distrib-
uted applications supported by Web Services or similar pro-
gramming interfaces. Independent of the transfer mode, any
DICOM image can be finally uploaded in the central PACS

Fig. 1 PACS DICOM services
and processes workflow
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archive using a private connection or the DICOM Storage
service.

Research and educational PACS

Besides clinical practices, it is common to find research and
educational institutions that possess a huge volume of dis-
perse DICOM images. These images are documents from
different clinical areas, pathologies and image modalities, but
all are of great diagnostic interest. These images are anony-
mous and can be shared with other groups to help enrich the
global knowledge about a particular pathology. However, the
lack of remote access and content-based query mechanisms
make the process impractical.

In a personal computer, one can also have a large set of
images, but the installation of a PACS in every computer
is not a cost-effective solution. This is because this would
involve non-trivial installation procedures and increase the
system maintenance overhead. The problem felt, sometimes,
by professionals is that “they never find that interesting study
when it is needed”.

Methods

During the last decade, we have been developing engineering
solutions to support medical imaging transmission in critical
scenarios [10–12]. One of the results of this work was a web-
enabled PACS to support cardiac imaging modalities [11,12],
where the main challenge is the handling of dynamic imag-
ing modalities (films), such as cardiac ultrasound (US) and
X-ray angiography (XA). Although the system is being used
in several hospitals, we realize that for specific scenarios,
such as the ones discussed previously, there are still a large
set of DICOM files that are outside PACS management.

With the aim to create a simple peer-to-peer PACS solu-
tion, we have developed Dicoogle, an indexing and retrieving
framework for distributed DICOM resources. This system is
based on a public domain document indexing engine, which
implies reduced installation and maintenance costs.

Dicoogle

Associated to every PACS infrastructure, there is a data-
base engine to support the DICOM Information Model—
real world (DIM) [13] or, at least, a “dicomdir” structured file
containing information related to patients, studies, series and
images. For instance, when a DICOM Storage SCP receives
an exam from an equipment modality (Fig. 1), one needs to
only store the images in the file system and to update the
PACS database with elements extracted from the study.

The main idea of Dicoogle was the replacement or the
extension of the traditional database by an indexing and

retrieving engine. With this solution, since one can index
any document type besides the storage and searching of DIM
fields, it is possible to add all other DICOM data elements
(text-based) without the need to create new fields, new tables,
and new relations that would be necessary in the database
supported approach. Moreover, since Dicoogle is mainly a
storage device, the PACS can use it to take advantage of its
free text search features to retrieve images over distributed
repositories.

Dicoogle is based on Apache Lucene [14,15], a Java search
library that is used in a large variety of applications, includ-
ing Wikipedia. Index servers’ technology is very popular in
digital libraries and information retrieval systems. However,
in the medical imaging field, its usage has been sparing. For
instance, in [16,17], this solution was used for classification
and annotation to improve medical imaging context-based
retrieval.

Data interfaces

The developed solution has two main input interfaces to
DICOM data. The first is a DICOM Storage SCP service
to receive data objects from imaging equipment or other
DICOM nodes. The second interface is based on a file sys-
tem monitor and on a document indexing service. In this
last interface, all events (file creation, change, deletion, etc.)
are intercepted, and when coming from DICOM files, spe-
cific indexing actions will be triggered. This process can be
subject to several configuration rules. For instance, one can
specify particular computers, disks, file systems, paths, files
and subsets of DICOM SOP classes.

Indexing schemas

Dicoogle explores the two different types of indexing modes
supported by Lucene: full text and metadata. The full-text (or
content based) index mode maintains for each word a list of
the files containing that word and a statistical measure of how
important that word seems to the document (TF-IDF [18]).

In the hierarchical DIM Q/R context, the most important
mode is the metadata index because it allows the association
of a DICOM file with a keyword/value pair. For example,
the “Test.dcm” file can have a key “PatientName” with the
value “Demo Patient”. This way, the metadata index is able
to process metadata queries and efficiently return the files
that satisfy each query. In Dicoogle, the metadata keywords
used are the DIM Q/R mandatory fields (Patient ID, Patient
Name, Study Instance UID, Study ID, Study Date, Study
Time, Accession Number, etc.) [4]. All DICOM metadata is
parsed and indexed according with predefined rules.

Finally, thumbnail images extracted from DICOM files
are also stored in the index server as no-indexed fields.
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Query and retrieval mechanism

The query and retrieval requirements follow different users’
needs. In general, users need not have a complete knowledge
of the structure of the DICOM images to retrieve the wanted
information. However, skilled users can fine tune search sen-
tences to improve the retrieved results.

Dicoogle supports different types of queries. It is possi-
ble to query by keywords that must occur in the context of
specific structural parts of the DICOM standard. The current
Dicoogle version supports queries in DIM Q/R fields, but
this can be easily extended to support the lowest level of the
DICOM structure, i.e. the attributes. For instance, it could
be possible to query for keywords in a specific DICOM tag
element. Second, it is possible to query content only, as in
a common information retrieval system. Here, we can make
the analogy with a search engine. The matching of keywords
can be performed through exact matching or using approx-
imate terms. Using the two previous search types, one can
build mixed queries where content and the DICOM structure
are combined.

The new paradigm introduced with the Dicoogle index
engine is that we can execute queries over a set of distributed
DICOM repositories, which are logically indexed as a single
federated unit. This lets us run queries against all Dicoogle
nodes as though they were a single index. Users can enter
search criteria once and access several search engines simul-
taneously in real time.

The query result includes an image preview using the
stored thumbnails. To retrieve the whole study, one can select
the image or the series, and a DICOM viewer will be opened
to present the transferred data. The remote retrieval of
DICOM image objects is performed using the DICOM Q/R
Service.

Results

The medical informatics scenarios empowered by index
engines are promising, and they can even change the tra-
ditional PACS usage paradigm. Dicoogle supports two main
scenarios (Fig. 2):

• Traditional PACS Archive Unit;
• Personal computers with unstructured archives of

DICOM files.

In both usage scenarios, Dicoogle can receive data via a
DICOM Storage SCP service or scanning a file system vol-
ume for DICOM persistent objects.

Dicoogle works in two phases. The first time when the
application is executed, it is necessary to scan all the files in
the computer. During this process, all detected DICOM files
are indexed, much as it happens with those files received by
Storage SCP. Once the complete scan is finished, the appli-
cation turns into a “steady state” mode (file system watch),
where it is only necessary to detect incremental file changes

Fig. 2 Dicoogle scenario
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Fig. 3 Dicoogle software components

(create, update and delete). Dicoogle only needs to moni-
tor directory and files changes using the operating system
call back functions that notify the user directory changes.
Using Java native interface (JNI) to wrap these native func-
tion calls, every time a file is changed an event is generated,
and Dicoogle updates the metadata index.

On the other hand, Dicoogle can also work as a traditional
PACS solution. In this case, we just need to configure an
external DICOM viewer to visualize the selected images. The
simplicity of this solution fits well with the requirements of
a small imaging center. In an enterprise PACS, Dicoogle can
also be used as an image storage archive without affecting
the existent third services, for instance, the modality worklist,
the visualization software or the web portal interface (Fig. 1).

Implemented modules

The developed software solution is support by open source
tools that run in any common operating system (Windows,
Linux, Mac OS). The implementation of DICOM standard
functionalities is supported by the dcm4che library [19,20]
(Fig. 3), a SDK that is used to extract DICOM data ele-
ments from persistent objects and to implement the Stor-
age SCP and Query/Retrieve SCP services [4]. The decoded
DICOM information is parsed and indexed by a Lucene
server according to programmed rules. All incoming connec-
tions are logged and visible in the Dicoogle monitor window
(Fig. 4).

The integration with existent information consumers, i.e.
the client reviewing workstations (Fig. 2), is issued by a
Query and Retrieve SCP service. To implement this ser-
vice, the indexing of all mandatory Q&R DIM fields (Patient
Name, Patient ID, Study Instance UID, Study Date, Study
Time, Accession Number, Study ID, Series Instance UID,
Series Number, Modality, SOP Instance UID and Instance
Number) was crucial [4].

User interface

The Dicoogle user interface allows patients, studies, series
and images in each system to be found. There are two kinds
of searches available: “Free text” and “PACS mode”.

Using the “Free text” mode (Fig. 5), the user inserts the
query text and the search is made in all the indexed fields.
Like in web search engines, it is also possible to use Boolean
operators to refine the query. Additionally, there are several
other functionalities available, such as nearby terms and flex-
ible range search:

– OperatorName:“John Doe” to search all studies released
by a specific Clinical Operator;

– PatientName:“Marie Pires”∼10 to search in the Patient
Name field the terms “Marie” and “Pires” separated by
up to ten words;

– StudyDate:[20020101 to 20030101] to find studies with
date fields values between 2002.01.01 and 2003.01.01;

– PatientName:{Ana to Carmen} to find all studies whose
PatientName are between Ana and Carmen, but not
includes Ana and Carmen.

Alternative to the free text search form, Dicoogle provides a
graphical interface with a typical PACS view (Fig. 6).

The DICOM viewer that is used by Dicoogle is an inde-
pendent application that can be replaced with any similar
solution. In the example shown in Fig. 5, the Himage Viewer
is used [11,21].

Performance measurements

The performance and robustness of Dicoogle was tested using
a data set of 114 studies containing 23,477 DICOM files, rep-
resenting 30.4 GB (1.4 MB per file). In the samples, we have
different imaging modalities, but the images are predomi-
nantly Cardiac XA, US and CT. To evaluate time response,
we studied four different configurations:

1. indexing only DIM Q/R fields;
2. indexing DIM Q/R fields plus document content;
3. indexing DIM Q/R plus thumbnails (64 × 64 matrix)

inclusion;
4. indexing DIM Q/R fields plus content and thumbnails

(64 × 64 matrix);

In each configuration, the indexing time, index file size and
search time was measured. The results obtained are shown
in Table 1.

The previous results effectively demonstrate that a
document-indexing solution, such as Dicoogle, is very effi-
cient in terms of time. This indexing step is naturally slower
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Fig. 4 Dicoogle main interface
(Mac OS)

Fig. 5 Free text search
(Windows)

Fig. 6 Traditional search
interface (Windows)
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Table 1 Dicoogle quantitative measurements

Case study Indexing time (s) Index volume Search time (ms)

1 1.369 7.720 KB 120

2 2.403 400 MB 230

3 2.707 49.770 KB 120

4 3.743 442 MB 230

during the setup phase (first index of the corpus), but after
that, any increase in the corpus size has a small impact on the
index time, due to the increment index mechanism. More-
over, the time consumed during this phase is mainly asso-
ciated with the DICOM file decoding. As expected, the full
contents index also increases the time of processing by
approximately 72%.

The generation of an index introduces a new overhead
in the DICOM corpus as far as disk size is concerned, but
that is negligible compared with the original volume of data
(0.4–30.4 GB). Finally, the addition of thumbnails increases,
slightly, the indexing phase time (due to image resizing and
JPEG encoding) and the disk size, but it has no effect in the
search times.

Conclusions

The commerce-driven World Wide Web (WWW) pushed
practically all PACS suppliers to develop client applications
where clinical practitioners can send or receive images using
conventional personal computers. One of the most important
advantages of digital imaging systems is to allow the wide-
spread sharing and remote access of medical data between
healthcare institutions.

This paper presents a new PACS storage and retrieval
approach based on document indexing that can replace or
extend the traditional PACS DBMS. This solution deals well
with complex searching requirements, from a single desktop
environment to distributed scenarios.

The Dicoogle model appears as an open source software
solution that can be easily installed both in a PC and in a
central server. The indexing schema is completely config-
urable and allows a user to search for terms that are normally
inaccessible using the database query approach. It can also
be applied to existing image archives, to enrich the queries
that are performed within the archive.
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