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Abstract
Applications of large language models (LLMs) in the healthcare field have shown promising results in processing and sum-
marizing multidisciplinary information. This study evaluated the ability of three publicly available LLMs (GPT-3.5, GPT-4, 
and Google Gemini—then called Bard) to answer 60 multiple-choice questions (29 sourced from public databases, 31 newly 
formulated by experienced breast radiologists) about different aspects of breast cancer care: treatment and prognosis, diag-
nostic and interventional techniques, imaging interpretation, and pathology. Overall, the rate of correct answers significantly 
differed among LLMs (p = 0.010): the best performance was achieved by GPT-4 (95%, 57/60) followed by GPT-3.5 (90%, 
54/60) and Google Gemini (80%, 48/60). Across all LLMs, no significant differences were observed in the rates of correct 
replies to questions sourced from public databases and newly formulated ones (p ≥ 0.593). These results highlight the potential 
benefits of LLMs in breast cancer care, which will need to be further refined through in-context training.
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Abbreviation
LLM	� Large language model

Introduction

Large language models (LLMs) are artificial intelligence 
tools able to process, summarize, and generate text, spe-
cifically trained on vast datasets comprising books, arti-
cles, websites, and other written material [1]. These models 

employ advanced deep neural network architectures: in 
particular, most of recently developed LLMs utilize the 
transformer architecture, which enables unsupervised learn-
ing from unlabeled datasets, leading to improved perfor-
mance through more efficient text processing [2]. During 
inference, LLMs leverage their internalized knowledge to 
predict the probability distribution of the next word in a 
sequence. The self-attention mechanism within transformers 
allows LLMs to consider the importance of different words 
in a given context [3]. The quick improvements of these 
technologies have resulted in LLMs output being virtually 
indistinguishable from human replies to the same queries 
[4]. Promising results, for example, have come from LLMs 
applications in the healthcare field, on tasks ranging from 
responding to patients’ questions to the extraction of clinical 
information from medical reports [5]. Of note, LLMs could 
prove especially beneficial in areas where the amount of 
information needed to appropriately manage the different 
stages of a diagnostic and therapeutic pathway is seeing con-
stant growth, such as several oncological topics—e.g., breast 
cancer, lung cancer, head and neck cancer [6–8]—where 
multidisciplinary approaches have long been established 
[9]. As LLMs applications continue to expand [10], their 
answers to questions dealing with these multidisciplinary 
scenarios can represent a benchmark to understand their 
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potentials and pitfalls. Thus, focusing on breast cancer (i.e., 
one of the aforementioned multidisciplinary settings) the 
objective of this study is to assess the ability of three dif-
ferent LLMs (GPT-3.5, GPT-4, and Google Gemini—pre-
viously called Bard) to correctly answer questions—either 
drawn from public datasets or specifically generated for this 
study—involving breast cancer diagnosis (imaging interpre-
tation and diagnostic interventions) and treatment (in the 
oncological, surgical, and radiation oncology domains).

Materials and methods

For the purposes of this study, three LLM-based chatbots 
(GPT-3.5, GPT-4, Google Gemini) were prompted to answer 
60 questions divided into four groups of 15 questions each: 
breast cancer treatment and prognosis (Group I), breast 
cancer diagnostic and interventional techniques (Group II), 
breast cancer imaging interpretation (Group III), and breast 
cancer pathology (Group IV).

Of all 60 questions (detailed in the Supplementary Mate-
rial), 29 were selected from publicly available repositories 
of questions developed by the following four sources: i) the 
training sample database of the European Diploma in Breast 
Imaging (European Society of Radiology); ii) the training 
samples from the 2020, 2021, 2022 Diagnostic Radiology 
In-Training Exam of the American College of Radiology; iii) 
the practice test database of the RadiologyKey website (que-
ried for breast cancer); iv) the online database of Medscape 
(queried for breast cancer). The following criteria were used 
for the selection on all four sources: (i) questions not con-
taining any reference to images or other multimedia file; 
(ii) questions with the multiple choice or true/false formats; 
(iii) questions with only one correct answer among those 
proposed. According to these criteria, we included 15 ques-
tions from the European Diploma in Breast Imaging train-
ing database, 9 from the Diagnostic Radiology In-Training 
Exam, 3 from the RadiologyKey website, 2 questions from 
Medscape.

To achieve the prespecified number of questions in each 
group, 31 other questions were formulated explicitly for this 
study by two board-certified breast radiologists (with 13 and 
15 years of experience, respectively) and revised by a third 
board-certified breast radiologist with 17 years of experi-
ence, according to the following criteria: (i) no overlap with 
topics considered in the questions drawn from publicly avail-
able databases; (ii) subjects—related to the topics of the four 
groups—identified as clinically relevant by international 
guidelines and accompanying literature.

GPT-3.5 and GPT-4 (OpenAI, San Francisco, USA) 
and Google Gemini (Google LLC, Mountain View, USA) 
were accessed on March 2, 2024, using an account spe-
cifically created for this study. To reduce the influence of 

previous responses, each question was submitted in a new 
chat window, and the answers were recorded for subsequent 
evaluation.

After verifying the replies of each LLM as correct (scor-
ing 1 point) or incorrect (scoring 0 points), the scores of 
each LLM (expressed as counts and percentages) were 
compared descriptively and then with the Cochran’s Q and 
McNemar tests for paired data. For overall comparisons with 
the Cochran’s Q test, p values < 0.05 were considered sta-
tistically significant, whereas for pairwise comparisons with 
the McNemar test, the Bonferroni correction was used, with 
an ensuing p value threshold of 0.017. Statistical analyses 
were conducted using SPSS v.26.0 (IBM SPSS Inc.).

Results

Overall, the rate of correct answers significantly differed 
among LLMs (Cochran’s Q statistic 9.294, p = 0.010). The 
rate of correct answers provided by GPT-4 (95%, 57/60) 
did not differ from that of GPT-3.5 (90%, 54/60, adjusted 
p = 1.000) but was significantly higher than that of Google 
Gemini (80%, 48/60, adjusted p = 0.009). Across all LLMs, 
no significant differences were observed in the rates of cor-
rect replies according to the questions’ origin, i.e., those 
selected from publicly available repositories and those for-
mulated explicitly for this study (GPT-3.5: 89.7%, 26/29, vs. 
90.3%, 28/31, p = 0.931; GPT-4, 96.6%, 28/29, vs. 93.6%, 
29/31, p = 0.593; Gemini 79.3%, 23/29 vs. 77.4%, 24/31, 
p = 0.859). Table 1 shows four examples of questions and 
answers by the LLMs, while Fig. 1 details the rates of cor-
rect answers provided by the LLMs in the four groups of 
questions.

No significant difference in the rates of correct answers 
by the different LLMs was found among the 15 questions 
about breast cancer treatment and prognosis (Cochran’s Q 
statistic 3.500, p = 0.174), GPT-4 still having the highest 
rate (93.3%, 14/15), followed by GPT-3.5 (86.7%, 13/15) 
and Google Gemini (73.3%, 11/15).

The rate of correct answers among the 15 questions con-
cerning interventional and diagnostic procedures differed 
significantly among LLMs (Cochran’s Q statistic 6.333, 
p = 0.042): the 100% rate of correct answers achieved by 
GPT-4 was significantly higher than that of Google Gemini 
(66.7%, 10/15, adjusted p = 0.037), while no other significant 
difference (adjusted p values ≥ 0.401) was observed between 
these rates and that of GPT-3.5 (86.7%, 13/15).

GPT-3.5 and GPT-4 had the same rate of correct answers 
(93.3%, 14/15) among the 15 questions related to image 
interpretation: Google Gemini displayed a lower rate (80.0%, 
12/15), without any significant difference (Cochran’s Q sta-
tistic 2.000, p = 0.368).
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Finally, all three LLMs had the same rate of correct 
answers (93.3%, 14/15, p = 1.000) for the 15 questions 
regarding breast cancer pathology.

Discussion

LLMs can reply quickly with suitable responses to user que-
ries across various domains, providing immediate and con-
textually appropriate answers. This makes LLMs effective 
for applications requiring real-time interaction: for example, 
in the healthcare field, they could be employed to answer 
questions from patients or to extract clinical data from medi-
cal records [3, 4].

Findings from this study show that three major publicly 
available LLMs correctly reply to questions about differ-
ent aspects of breast cancer care, achieving a rate of cor-
rect answers beyond 80%. Overall, there was a statistically 
significant difference in the rate of correct answers among 
LLMs (p = 0.010), the best performance being achieved by 
GPT-4 (95%, 57/60). The different rates of correct answers 
among the four groups—with the lowest rates in Group I 
(breast cancer treatment and prognosis) and Group II (breast 
cancer diagnostic and interventional techniques)—may be 
partially explained by the influence of clinical experience: 
this aspect is very difficult to incorporate into the training 
data of LLMs, as these models are primarily trained on text-
based datasets [1], which may lack the nuanced knowledge 
coming from hands-on clinical practice.

The results of this study suggest that LLMs have the 
potential to be ultimately integrated into the breast cancer 
care pathway, at first focusing on tasks like providing evi-
dence-based recommendations and streamlining the diag-
nostic and treatment planning processes, particularly when 
clinicians face uncertainties or multiple decision-making 
options. Additionally, LLMs could then serve as educational 
tools for medical professionals.

Our findings—obtained on a mixed set of questions 
drawn from public databases and specifically formulated 
for this study—are in line with results from other studies 
that included only questions from public datasets or newly 
generated ones. For example, as in our study, Brin et al. [11] 
showed how GPT-4 had the highest rate of correct answers 
on United States Medical Licensing Examination questions; 
likewise, in a study by Holmes et al. [12], GPT-4 had the 
highest rate of correct answers when confronted with newly-
generated questions about radiation oncology physics, where 
it outperformed all other LLMs and medical physicists.

This study is one of the first exploring the potential roles 
of LLMs in breast cancer care [13–15], as discussed by 
Sorin et al. [6] in a recent review identifying three macro-
domains of LLMs application: as decision-support systems 
in the multidisciplinary tumor board, as question-answer-
ing tools for patients and physicians, and as tools to extract 
information from imaging and pathology reports. Although 
the clinical impact of LLMs has been evaluated—at least 
preliminarily—in these studies, there is still a knowledge 
gap regarding patient perceptions and the economic aspects 
of implementing these tools in healthcare settings. These 

Fig. 1   Rates of correct answers 
of the three different LLMs 
(GPT-3.4, ChatGPT-4, and 
Google Gemini) in the four 
groups of questions: breast 
cancer treatment and progno-
sis (Group I), breast cancer 
diagnostic and interventional 
techniques (Group II), breast 
cancer imaging interpretation 
(Group III), and breast cancer 
pathology (Group IV)
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aspects are also reflected in the main limitations of this 
study, such as its restriction to 60 questions—none of which 
had an open answer format—that were all related to a single 
oncological field, the exclusive use of three publicly-avail-
able LLMs without any specific in-context training, and the 
uneven distribution of pre-existing and new questions among 
the different groups.

In conclusion, three publicly available LLMs achieved 
high—albeit significantly different—rates of correct answers 
to questions regarding breast cancer care, ranging from 80% 
(Google Gemini) to 95% (GPT-4). Further applications of 
LLMs in this field must take into account performance aug-
mentation through in-context training and the generalizabil-
ity of these results over a larger number of questions.
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