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Abstract
Purpose To systematically review the use of artificial intelligence (AI) in musculoskeletal (MSK) ultrasound (US) with an 
emphasis on AI algorithm categories and validation strategies.
Material and Methods An electronic literature search was conducted for articles published up to January 2024. Inclusion 
criteria were the use of AI in MSK US, involvement of humans, English language, and ethics committee approval.
Results Out of 269 identified papers, 16 studies published between 2020 and 2023 were included. The research was aimed 
at predicting diagnosis and/or segmentation in a total of 11 (69%) out of 16 studies. A total of 11 (69%) studies used deep 
learning (DL)-based algorithms, three (19%) studies employed conventional machine learning (ML)-based algorithms, and 
two (12%) studies employed both conventional ML- and DL-based algorithms. Six (38%) studies used cross-validation 
techniques with K-fold cross-validation being the most frequently employed (n = 4, 25%). Clinical validation with separate 
internal test datasets was reported in nine (56%) papers. No external clinical validation was reported.
Conclusion AI is a topic of increasing interest in MSK US research. In future studies, attention should be paid to the use of 
validation strategies, particularly regarding independent clinical validation performed on external datasets.
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Introduction

In recent years, the field of medical imaging has undergone 
a transformative evolution, largely driven by the remark-
able advancements in artificial intelligence (AI) and machine 
learning (ML) technologies [1–3]. The term artificial intel-
ligence refers to the scientific domain focused on enabling 
machines to execute tasks typically reliant on human intel-
ligence [4]. Within AI, conventional machine learning 
stands as a discipline wherein algorithms undergo training 
via established datasets, allowing machines to learn. These 
trained algorithms subsequently apply acquired knowledge 
to conduct diagnostic analyses on unfamiliar datasets [5]. 
Deep learning, another subset of AI, mirrors the neural 
structure of the human brain. Employing artificial neural net-
works comprising multiple hidden layers, this methodology 
tackles intricate problem-solving. The integration of these 
hidden layers empowers machines to continuously assimilate 
new information, enhancing their proficiency over time [6].

Among various medical imaging modalities, musculo-
skeletal (MSK) ultrasound (US) has gained increasing atten-
tion as a valuable diagnostic tool for assessing a wide range 
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of disorders [7]. MSK US, with its non-invasive, radiation-
free, and real-time imaging capabilities, is a valid solution 
for diagnosing and monitoring conditions such as tendon 
injuries, ligament tears, arthritis, and soft tissue abnormali-
ties [8–10]. The application of AI in MSK US addresses 
some of the inherent challenges associated with conventional 
US imaging, including operator-dependent variability, image 
interpretation subjectivity, and time-consuming data analysis 
[11]. By leveraging AI algorithms, it is possible to auto-
mate the detection and characterization of MSK abnormali-
ties, reducing the potential for human error and facilitating 
faster and more accurate diagnoses. Moreover, AI can aid in 
improving the standardization of image acquisition protocols 
and optimizing the overall workflow in MSK US examina-
tions [12, 13].

To date, preliminary AI studies employing conventional 
ML or DL approaches have been applied to MSK US to 
improve diagnosis and outcome [14–16]. One issue is the 
validation of both conventional ML and DL approaches, 
which is crucial to ensure their generalizability [17]. The 
purpose of this systematic review was to assess the current 
state of research and development regarding AI integration 
in MSK US. We systematically reviewed and synthesized 
findings from a wide range of studies to evaluate the meth-
odology, with emphasis on AI algorithm categories and 
validation strategies. We also discussed potential challenges, 
limitations, and future prospects of AI in MSK US, aiming 
to create awareness of important key topics when design-
ing and executing future research related to AI in MSK US. 
Finally, this systematic review seeks to contribute to the 
growing body of evidence supporting the use of AI in MSK 
US, ultimately improving patient care, enhancing diagnostic 
capabilities, and advancing the field of MSK medicine.

Material and methods

Literature search

Local ethics committee approval was not needed because 
of the nature of the study, which was a systematic review.

An electronic literature search was conducted on the 
PubMed and Medline databases for articles published up 
to January 19, 2024. The search query was performed using 
the following keywords and their expansions: (“MSK” OR 
“musculoskeletal”) AND (“machine learning” OR “machine 
learning-based” OR “learning” OR “artificial intelligence” 
OR “artificial intelligence-based” OR “deep learning” OR 
“deep” OR “neural network”) AND (“ultrasound” OR 
“US”).

Studies were first screened by title and abstract, and 
then, the full text of eligible studies was retrieved for 
further review. The references of identified publications 

were checked for additional publications to include. The 
literature search and study selection were performed by 
one reviewer (blinded for review) and double-checked 
by a second reviewer (blinded for review). The Preferred 
Reporting Items for Systematic reviews and Meta-Analyses 
(PRISMA) guidelines [18] were followed.

Inclusion and exclusion criteria

The inclusion criteria were (i) the use of AI in MSK US; (ii) 
involvement of human participants; (iii) English language; 
(iv) statement that approval from the local ethics committee 
and informed consent from each patient or a waiver for it 
was obtained.

The exclusion criteria were (i) studies reporting insuf-
ficient data for outcomes (e.g., details on AI algorithm and/
or validation strategies not described); (ii) case reports and 
series, narrative reviews, guidelines, consensus statements, 
editorials, letters, comments, or conference abstracts.

Data extraction

Data were extracted to a spreadsheet with a drop-down list 
for each item, grouped into three main categories, namely 
baseline study characteristics; AI algorithm categories; 
and validation strategies. Items regarding baseline study 
characteristics included first author’s last name, year of 
publication, study aim, evaluated structure, study design, 
sample size, and reference standard. Those concerning 
the AI algorithm included the use of conventional ML or 
DL-based algorithms. Data regarding validation strategies 
included the use of cross-validation techniques, clinical 
validation performed on a separate internal test dataset, and 
clinical validation performed on an external or independent 
test dataset.

Results

Baseline study characteristics

A flowchart illustrating the literature search process is pre-
sented in Fig. 1. After screening 269 papers and applying the 
eligibility criteria, 16 studies were included in this system-
atic review. Table 1 details the baseline study characteristics 
of the included studies.

All studies were published between 2020 and 2023. Two 
(12%) out of 16 investigations were published in 2023, 
six (38%) in 2022, four (25%) in 2021, and four (25%) in 
2020. The design was prospective in 10 (62%) studies and 
retrospective in the remaining six (38%) studies. The median 
sample size was 151 patients (range 6 – 3,801).
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The research was focused on diagnosis or grading of 
pathologies in seven (44%) studies and segmentation of 
structures in four (25%) studies. Less frequently, research 
was aimed at the prediction of total knee replacement out-
come [34], generation of synthetic US images [21], estima-
tion of absolute states of skeletal muscle [22], assessment 
of muscle fascicle lengths [32], and measurement of muscle 
thickness [33], as detailed in Table 1. Regarding the ana-
tomic structures investigated, eight (50%) papers focused 
on the upper extremity, with the shoulder being the most 
frequently investigated structure (n = 3, 19%). Seven (44%) 
papers focused on the lower extremity, with the lower leg 
being the most frequently investigated structure (n = 4, 25%).

The most frequently employed reference standard was 
manual annotation (n = 7, 44%), followed by expert opinion/
consensus (n = 4, 25%). In the remaining studies, electromy-
ography [22], nerve conduction studies [30], an automated 
muscle fascicle tracking software [32], and clinical follow-
up information [34] were used as reference standards. In one 
study [35], the reference standard was not specified.

AI algorithms and validation strategies

A total of 11 (69%) studies used DL-based algorithms, three 
(19%) studies employed conventional ML-based algorithms, 

and two (12%) studies employed both DL and conventional 
ML algorithms, as detailed in Table 2.

Regarding validation strategies, a total of six (38%) 
studies provided details on cross-validation techniques 
with K-fold cross-validation being the most frequently 
used (n = 4, 25%). Two (13%) studies used the leave-one-
out cross-validation technique. A clinical validation was 
reported in nine (56%) papers. In all cases, the clinical 
validation was performed on a separate set of data from 
the primary institution, i.e., internal test dataset. No cases 
of external or independent validation were reported in the 
papers included in this systematic review. Details on cross-
validation and clinical validation strategies employed in the 
included studies are provided in Table 2.

Discussion

This systematic review focused on the use of AI in MSK US 
with emphasis on categories of AI algorithms and valida-
tion strategies. Most included studies employed DL-based 
algorithms, either alone or combined with conventional ML 
approaches. Clinical validation with internal test datasets 
was frequently used. However, no cases of external valida-
tion were reported.

AI has gained increasing attention in medicine and par-
ticularly also in radiology over the past few years [1]. The 
same is true for MSK imaging as a radiological sub-spe-
cialty. The number of papers that focused on AI in MSK 
US has increased over the years, and half of those included 
in this review have been published since 2022. Compared 
to the total literature published on AI in MSK imaging, the 
papers focusing on US imaging are a minority, however. The 
authors believe that this might be explained by several rea-
sons: (i) US imaging is less popular than alternative imaging 
methods for diagnosing MSK pathologies in many centers 
and (ii) US imaging is more operator dependent than other 
modalities, which makes it more difficult to standardize and 
successfully train AI models for the purpose of diagnosis 
and/or grading of pathologies [11].

Fields of application of AI in MSK US are diverse. Most 
studies in this systematic review focused on clinical ques-
tions related to diagnosis and/or grading of MSK patholo-
gies. They used a prospective study design in a majority of 
cases which offers advantages in controlling data gathering 
and matching patient and/or imaging characteristics. Retro-
spective study designs, which were used to a lesser extent, 
allowed inclusion of a larger number of patients with imag-
ing data previously acquired. Public databases were not used 
in the papers included in this review and should be consid-
ered in future research studies to validate AI approaches 
against independent data.

Fig. 1  PRISMA (Preferred Reporting Items for Systematic reviews 
and Meta-Analyses) flowchart of systematic identification, screen-
ing, eligibility and inclusion information from retrieved studies. MSK 
indicates musculoskeletal, AI artificial intelligence
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The AI algorithms most frequently encountered were 
based on DL. Compared with conventional ML, DL can 
automatically filter features to improve recognition perfor-
mance based on multi-layer models [36]. However, a large 

number of labeled training samples are required in order to 
achieve excellent learning performance [37]. This require-
ment can be difficult to meet in US imaging where expert 

Table 1  Baseline study characteristics of the papers dealing with artificial intelligence in musculoskeletal ultrasound included in the systematic 
review

MCP indicates metacarpophalangeal, US ultrasound, EMG electromyography, CSA cross-sectional area, ROI region of interest
a Same study published in a medical journal (Di Cosmo et al. [23]) and in a scientific journal (Smerilli et al. [24])

First author Year Aim Structure Design Number 
of patients 
(n)

Number of 
images (n)

Reference standard

Cheng [19] 2022 Diagnosis and grading 
of MCP synovitis

Hand Prospective 446 446 Expert opinion/con-
sensus

Chiu [20] 2022 Diagnosis of supraspi-
natus calcific tendi-
nopathy

Shoulder Retrospective N/A 2462 Expert opinion/con-
sensus

Cronin [21] 2020 Generation of syn-
thetic US images

Lower leg Prospective 52 100 Manual annotations

Cunningham [22] 2020 Estimation of absolute 
states of skeletal 
muscle

Lower leg Prospective 32 403′023 EMG, ankle joint angle, 
ankle joint moment

Di Cosmo [23]/Smer-
illi [24]a

2022 Segmentation and 
CSA measurement 
of median nerve

Wrist Prospective 103 246 Manual annotations

Droppelmann [25] 2022 Assessment of lateral 
elbow tendinopathy

Elbow Retrospective 2917 30′007 Expert opinion/con-
sensus

Du Toit [26] 2022 Segmentation of 
femoral articular 
cartilage

Knee Prospective 25 25 Manual annotations

Lee [27] 2021 Assessment of devel-
opmental dysplasia 
of the hip

Hip Retrospective 168 1243 Manual annotations

Lin [28] 2020 Diagnosis and grading 
of bicipital periten-
dinous effusion

Shoulder Retrospective 3801 3801 Expert opinion/con-
sensus

Loram [29] 2020 Analysis of neck mus-
cle boundaries in 
cervical dystonia

Neck Prospective 61 3272 Manual annotations

Lyu [30] 2023 Influence of ROI 
delineation methods 
on carpal tunnel 
syndrome diagnosis

Wrist Retrospective 151 N/A Nerve conduction

Marzola [31] 2021 Muscle segmentation 
for neuromuscular 
disease assessment

Upper arm, lower leg Retrospective 1283 3917 Manual annotations

Rosa [32] 2021 Obtain muscle fascicle 
lengths in real-time

Lower leg Prospective 6 8400 UltraTrack (automated 
muscle fascicle track-
ing software)

Saleh [33] 2021 Measurement of 
abdominal muscle 
thickness

Abdominal wall Prospective 56 400 Manual annotations

Tiulpin [34] 2022 Prediction of total 
knee replacement

Knee Prospective 557 N/A Clinical registry

Yu [35] 2023 Differential diagnosis 
of pain rehabilitation 
of scapulohumeral 
periarthritis

Shoulder Prospective 165 N/A N/A
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annotation is time-consuming and datasets are often limited 
with regard to the number of cases.

Validation of AI performance is important. When deal-
ing with limited datasets, resampling strategies such as 
cross-validation prove beneficial. They aim to curb over 
fitting and improve the accuracy of the model's perfor-
mance on new data [38]. Among the studies reviewed, 
K-fold cross-validation was the most frequently utilized 
technique for this purpose. At the same time, a clinical 
validation against a separate set of data is desirable to 
test the AI model and ensure its applicability on unseen 
cases. Clinical validation with internal test datasets was 
performed in the majority of papers. However, none of the 
studies conducted clinical validation using entirely sepa-
rate datasets from different institutions. Hence, for future 
studies, it would be crucial to expand beyond a single 
institution and incorporate external testing of the model 
with substantial and independent datasets. This approach 
would greatly enhance the robustness and reliability of 
the findings.

Limitations

This study represents a systematic review of the literature. 
Due to the limited number of papers dealing with AI in MSK 
US published over the past few years and their heterogene-
ity with regard to different categories analyzed and metrics 
employed, it was not possible to perform a meta-analysis 

with more solid statistical tests. Furthermore, the review did 
not include a formal evaluation of the quality of each study 
that was included. Our emphasis was on presenting meth-
odological data that serve as quality indicators on their own.

Conclusion

AI is a topic of increasing interest in MSK US research 
reflected by the growing number of publications each year. 
Regarding the methodology of such studies, attention should 
be paid to the use of accurate reproducibility and valida-
tion strategies in order to assure high-quality algorithms and 
outcomes.
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