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Abstract
Potato consumption forecasting is crucial for several stakeholders in the food market. 
Due to the market flexibility, the farmers can manipulate the volumes planted for a 
given type of produce to reduce costs and improve revenue. Consequently, it means 
that establishing optimal inventories or inventory levels is possible and critical in 
that sense for the sellers to avoid either inadequate inventory or excessive invento-
ries that may lead to wastage. In addition, governments can predict future food defi-
cits and put measures in place to guarantee that they have a steady supply of food 
some of the time, especially in regions that involve the use of potatoes. Increased 
potato-eating anticipation has advantages for the sellers and buyers of the potatoes. 
The experiments of this study employed various machine learning and deep learn-
ing (DL) models that comprise stacked long short-term memory (Stacked LSTM), 
convolutional neural network (CNN), random forest (RF), support vector regressor 
(SVR), K-nearest neighbour regressor (KNN), bagging regressor (BR), and dummy 
regressor (DR). During the study, it was discovered that the Stacked LSTM model 
had superior performance compared to the other models. The Stacked LSTM model 
achieved a mean squared error (MSE) of 0.0081, a mean absolute error (MAE) of 
0.0801, a median absolute error (MedAE) of 0.0755, and a coefficient of determina-
tion (R2) value of 98.90%. These results demonstrate that our algorithms can reliably 
forecast global potato consumption until the year 2030.

Keywords Deep learning in agriculture · Forecasting · Long short-term memory · 
Potato consumption

Introduction

The potato, recognized for its endless uses and high level of nutrients, is an impor-
tant ingredient in recipes everywhere. It is the third most eaten crop, following 
wheat and rice. It has been eaten by over a billion people as part of their daily meals. 
The remarkable production statistics demonstrate the global need for potatoes, 
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which hit 375 million tonnes annually. The mean daily intake amounts to roughly 
0.43 pounds per individual, equal to a medium-sized potato’s measurement (‘Potato 
Consumption per Capita,’ n.d.). Potatoes are a widely used dietary source around the 
globe. Their offerings comprise a broad range of vital components, such as carbs, 
dietary fiber, vitamins, and minerals involving magnesium, potassium, and iron. 
Potatoes have a protein value equivalent to that of milk and fish, and it is higher 
than the amount of protein grade discovered in the wheat grains. In addition, pota-
toes provide an easily digestible energy source in comparison to grains such as rice 
and wheat. The potato is recognized for its low  CO2 imprint  and low land usage 
compared to other crops. In addition, it includes the most important nutrients. Pota-
toes provide amino acids that are not found in other foods (Gustavsen 2021). The 
International Potato Center (2019) reports that more than 4000 potato varieties may 
grow well in many more environments than other plants. In 2008, the FAO admitted 
potatoes as a future food crop and a key source of nutritional stability, announcing it 
as the Year of the Potato.

After even more investigation, Eastern Europe is recognized for its significant 
preference for this carbohydrate-rich food. Belarus has the highest consumption 
rates, with its population consuming an impressive average of 155 kg per person 
yearly. In contrast, levels of consumption across some African countries are signif-
icantly lower. The yearly consumption rate in South Sudan is as low as 0.13 kg. 
These variations originated from a relationship between social norms and surround-
ing factors. Cultural factors play a significant role, as many regions have a rich his-
tory of using potatoes in their favourite dishes. Eastern Europe has considered pota-
toes an essential component of their diet, in addition to the fact that some African 
countries may have adopted potatoes into their cooking traditions at a later stage, 
leading to less advanced culinary practices associated with their utilization (‘Potato 
Consumption by Country 2024,’ n.d.).

Environmental conditions are critical. Potato growth takes place in moderate 
rainy regions, making climate adaptation an important aspect. Planting potatoes can 
introduce challenges in areas characterized by higher temperatures or a low water 
supply, which might directly affect overall consumption levels. The whole consump-
tion of potatoes is affected worldwide because of some dietary habits caused by cul-
tural and environmental restrictions. Eastern Europe has a superior performance in 
personal consumption, whereas other regions have a lower need for this food. Ana-
lysing these inconsistencies offers a more thorough understanding of the complex 
factors influencing our food.

Artificial intelligence (AI) supports the agricultural industry by bringing about 
change. Many technologies that fall under AI are used in agriculture, including 
supporting methods such as machine learning, computer vision, robotics, inter-
active systems, bio-inspired computing, and swarm intelligence. Farmers use AI 
tools to make decision-making regarding the usage of resources to improve pro-
ductivity in farming. The machine learning (ML) algorithms use perceptions from 
possible sources such as sensors, satellites, and weather stations to grasp affairs 
concerning the quality of the soil and the health of crops, amongst other things 
concerning pest episodes and the like. This allows for the avoidance of wastage 
of water, fertilizers, and pesticides, making production more accessible. Using 
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‘classical’ approaches is less efficient than using machine learning models to 
anticipate crop yields. AI also assists the farmers in case there are some errors 
likely to happen in production, and it assists the farmers in a change by focusing 
on some of the practices through information on their performance and weather. 
Who needs traditional disease and pest sample scouts when you have facial rec-
ognition like picture identification for field diseases and pests from drone shots 
or a simple picture taken with a smartphone? Through it, farmers can prevent this 
from happening or use desired treatment measures to minimize the losses. Intel-
ligent electronic devices are relatively wearables fitted with artificial intelligence 
needed to monitor the animals’ health, their weights, and early signs of diseases to 
prevent. They ask robots to perform weeding, plant fruits and vegetables, and even 
operate tractors. They can be of great value in helping rectify the current shortage 
of skilled labor in agriculture and improving the productivity levels of the sector.

Machine learning is one of the smartest techniques that offers the analysis of 
data on consumption and identifying trends to forecast. The number of machine 
learning strategies for potato consumption predictions is high. Improved accu-
racy says that ML approaches can easily establish the relationship between potato 
consumption and other factors, which can be translated to more accurate fore-
casting than traditional methods. As indicated by data insights, ML models can 
identify the hidden structures, patterns, or trends that human analysts may not be 
able to visualize through data analysis for massive amounts of data. This can help 
in strategizing the way materials are produced, when to produce them, when to 
acquire raw materials, and when to order added materials for the current produc-
tion process. Predictive data states that better predictions allow the stakehold-
ers to forecast the possible future demand, achieve better resource allocation, and 
avoid having too much or insufficient product in stock.

A few of the traditional ML models merely make sense for potato consump-
tion. A time series system also analyses past consumption figures to identify 
patterns and cyclical patterns over time. Some of these models are ARIMA, 
Auto-Regressive Integrated Moving Average, and SARIMA: Seasonal Auto-
Regressive Integrated Moving Average. Linear regression models analyse the 
connections between potato consumption and other variables related to potato 
intake, including but not limited to income level, population demographics, and 
potato prices. The most common techniques include linear machines and sup-
port vector machines. The Long Short-Term Memory (LSTM) structure is one 
of the most efficient learning algorithms capable of addressing several facets of 
knowledge. In the case of sequential data, LSTMs are very good at approximat-
ing long-distance dependencies. Thus, many factors define the reliability of the 
machine learning forecasting models, including the quantity and quality of the 
available data initially used  for training the model. The consumption levels of 
the past years act as the basis for the model. Information can be obtained from 
governmental bodies, agricultural departments, associations, or market research 
firms. The overall functionality of the model can be enhanced by incorporating an 
understanding of demography, which includes the population size and its evolu-
tion, income, food price, customer demand and weather, and the factors that have 
already been discussed.
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Various researchers have demonstrated that using ML models helps predict the 
yield of potatoes. Gómez-Vegà et al. explored the potential of ML algorithms and 
traditional time series models to predict potato production in South Asia. The results 
revealed that the performance of ML models, particularly LSTM models, performed 
better compared to the traditional methods in terms of accuracy. Towfek and Alhus-
san (2024) documented the optimization of LSTM architecture for potato yield esti-
mation. They made significant contributions using this model by incorporating the 
Balance Dynamic Biruni Earth Radius (BDBER) technique in the model to enhance 
model precision and robustness.

Several studies have demonstrated how ML models contribute to potato yield 
forecasts. Gómez-Vegà et al. (2019) explore the potential of ML algorithms and tra-
ditional time series models to predict potato production in South Asia. The results 
revealed that the performance of ML models, particularly LSTM models, performed 
better compared to the traditional methods in terms of accuracy. Towfek and Alhus-
san (2024) documented the optimization of LSTM architecture for potato yield esti-
mation. They made significant contributions using this model by incorporating the 
Balance Dynamic Biruni Earth Radius (BDBER) technique in the model to enhance 
model precision and robustness.

Problem Statement

However, it is worth noting that potato consumption may be predicted on a global 
scale. Potatoes are a major food crop, but their consumption system is not as simple 
as that of raw material crops such as rice or wheat. It is challenging to predict potato 
consumption in general. The intake of potatoes also varies across various countries 
(‘Potato Consumption by Country 2024,’ n.d.). The adoption of cultural symbols 
in traditional practices is also important. The needs of consumers will always be 
changing, with dietary trends that are focused on health and sustainability becom-
ing a  stronger consideration for consumers when it comes to their food choices. 
Low-carb diets and the growth of other potatoes’ alternative crops, like cassava, may 
affect the consumption of potatoes. These variables are constantly changing, and 
models meant for forecasting must be flexible enough to account for these changes.

Factors such as temperature and precipitation affect the production of potatoes. 
Natural disasters or fluctuations in climatic conditions also impact the production 
process and are powerful tools for regulating the total supply and consumption. The 
data and potential disruptions that will be forecasted must suit the intended models 
of weather forecasting. Usually, obtaining accurate statistics on actual consumption 
levels of potatoes in many nations is not always possible. Lack of uniform data rais-
ing for different nations might hamper the formation of forecasting systems. Pre-
diction for potato production will probably be one of the forecasts the stakeholders 
use in various aspects. To hold waste and guarantee the correct provision of prod-
ucts, farmers can utilize forecast data and change planting methods and methods 
for using resources. The information may also be helpful to food distributors and 
retailers in their inventory management and pricing policies; additionally, they can 
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ascertain whether there are enough potatoes to supply the consumer market without 
excess that leads to spoils. This information is helpful to governments in formu-
lating policies on food safety and developing the agricultural sector, especially in 
areas where potatoes are famous. Potato industry players may be able to optimize 
presented aspects, reduce salvages, and guarantee food availability for a constantly 
increasing world population through participating or enhancing existing issues and 
prediction systems.

Objectives

This paper demonstrates how ML can achieve several objectives for forecasting 
potato consumption. The ultimate objective is to enhance the effectiveness of more 
conventional approaches in forecasting. Such knowledge could mean that they grasp 
the dynamics of the relationships connecting the consumption of potatoes and sev-
eral other factors and might offer more precise projections than simple statistical 
considerations. From the accumulated better decisions and accurate information, the 
entities associated with the life cycle of the potato make decisions. It is a case for 
manufacturers, distributors, retailers, government, and ministries involved in poli-
cymaking. Stakeholders can plan production and storage to anticipate shortages or 
surplus production to attain an optimum quantity for the target markets. It is pre-
cious for industries because such highly advanced systems themselves can analyse 
vast amounts of data intensively and deeply delve into the consumption of potatoes 
to achieve the most efficient production of potatoes; they can search for new outlets 
for the consumption of potatoes and form new types of potatoes tailored to meet the 
needs of various markets. The level of accuracy in the potato market can be used for 
stabilizing and enhancing its efficiency since an accurate forecast for the future rise 
or fall in the supply of potatoes or the demand for potatoes can be made. The partici-
pants in the market can adjust their prices to decrease the fluctuations in the market 
and ensure producers have an acceptable rate of return. Applying ML forecasting 
for potato production could help enhance sustainability due to the increased abil-
ity to predict future market demands for potatoes so producers, water, and fertilizer, 
amongst other resources, can be used efficiently with minimal wastage and losses in 
the food chain.

Contribution

The experiments applied different techniques for machine learning, including 
stacked long short-term memory (Stacked LSTM), convolutional neural network 
(CNN), random forest, support vector machine, K-nearest neighbour, bagging 
regressor, and dummy regressor. The data collection (dataset) includes data about 
potato consumption over 60 years, starting from 1961 to ending in 2019. During 
the studies, it was discovered that the Stacked LSTM model had superior perfor-
mance in comparison to the other models. The Stacked LSTM model achieved a 
mean squared error of 0.0081, a mean absolute error of 0.0801, a median absolute 
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error of 0.0755, and an R2 value of 98.90%. The study utilizes prediction evaluation 
techniques such as mean squared error, mean absolute error, median absolute error, 
and R2. These results demonstrate that our algorithms could reliably forecast global 
potato consumption for the past 6 years and up until the year 2030.

The research article is structured as follows: The second section outlines previ-
ous studies regarding potato consumption forecasting. The third section introduces 
the methodology for data preparation, preprocessing methods, model setup, different 
ML, and performance evaluation metrics. The fourth section assesses the methodol-
ogy with different models for potato consumption forecasting. At the end, the con-
clusion and future research direction are presented.

Related Work

As the quantity of potatoes consumed in precise detail is of immense importance 
to stakeholders, particularly in the agricultural sector, it is imperative to get closer 
estimates of the future consumption of potatoes. In this respect, farmers can utilize it 
to develop better methods in crop farming and rearing stock for improved food pro-
ductivity, as well as storage and marketing infrastructure for food that can prevent 
losses and increase farmers’ earnings. On the same note, it enables the formulation 
of policies that track products traded in and out of the country to ensure the avail-
ability of the products that have been capacity-developed to support food security. 
This is very important for predicting the number of people consuming potatoes in 
the future as the analysis on trends through AI systems, mainly through machine 
learning methodologies, yields better results than conventional methods. Other part 
discusses studies where the use of AI-based techniques is presented or where there 
is an indication of potentially suitable applications for predicting potato consump-
tion. It is focused on the types of models selected as well as on the ability to address 
the interdependencies that exist between latent factors and consumption patterns.

There have been several attempts to project the Indian production. Sahu et  al. 
(2024) used various methods like data envelopment analysis, descriptive statistical 
analysis, price dependency analysis, and sustainability evaluation and several data 
sources to explore the potato industry of India from 1966 to 2020. Potato yields 
were found to be limited and erratic; prices were unstable, and inefficient markets 
failed to connect producers to the marketplace while export opportunities were 
dwindling in India. India was recommended to increase its potato production and 
marketing capabilities, export more efficiently using better methods, and increase its 
level of cooperation. Amongst the issues they discussed was contract farming with 
PepsiCo, where they improved the quality and quantity of production and secured 
loans, inputs, technical support, and guaranteed prices for their produce. They also 
pointed out other issues, such as failure to honour contractual terms, unfair treat-
ment of farmers, and failure of the government to adequately regulate the industry. 
They proposed that the government should come in to regulate contract farming to 
ensure that contracts are fair and the farmers get protected, as well as, importantly, 
to make the sector more competitive and sustainable.



1 3

Potato Research 

It was possible to determine optimal models for each country and obtain esti-
mates of the output. Issues of weather conditions, insects, diseases, and other related 
factors explain the demand, consumption, trade, and production in the coffee mar-
ket. The research was found to be of immense use in understanding the potential 
future supply of potatoes in South Asia that could be of the utmost significance in 
nutrition and farming.

Sahu (2006) forecasted the crop yield of potato, mustard, rice, and wheat data 
during the period 1971–2001 using AR and ARIMA, considering the effects of the 
irrigation method. Srivastava (2010) analysed potato yield in the Bareilly district of 
Uttar Pradesh with the help of fuzzy time series data and models with artificial neu-
ral networks. Kumar (2016) applied time series data from 1980 to 2015 to calculate 
the production and supply of potatoes in India. Analysis of the findings revealed that 
ARIMA (1,1,2) and ARIMA (2,1,3) best explained the probability of forecasting 
production and cultivation area. Singh et al. (2020) employed the biometric param-
eters of potatoes collected pre-harvested to develop prediction models for predicting 
yields of potatoes in Manipur.

The image segmentation method (Sentinel 2) developed by Ashourloo et al. (2020) 
is a new detection algorithm for potato fields. This method makes use of the fact 
that potato reflectance behaves differently through the various physical characteristics 
of light (spectral characteristics) and at different stages in the growth of potato (tem-
poral characteristics). In the data acquisition process, the team obtained the following 
data: crop types from various sites were obtained at three locations in Iran (utilizing 
GPS from 2019 potato and other crop fields) and one location in the United States 
(from the Cropland Data Layer). To do this, they examined the reflectance pattern 
properties of different crops and focused on a close examination of the reflectance 
properties of potatoes; they were then able to identify four spectral features that were 
conspicuous in potatoes. They further found an approach to combine these features 
and then used it to train a system to recognize potato fields. The model attained over 
90% in recognition of potato fields in all four studied districts. The findings of this 
research provide a convincing argument for the effectiveness of the use of high-resolu-
tion satellite data to map potato fields automatically and accurately.

Suh and colleagues (Suh et al. 2018) aimed to analyse whether a transfer learn-
ing approach that employed convolutional neural networks (CNNs) was effec-
tive for image classification. The researchers played three alternative versions 
of AlexNet in addition to the six conventional frameworks that included Incep-
tion-v3, VGG-19, GoogLeNet, ResNet-50, and ResNet-101. All networks were 
trained on the ImageNet dataset as initial training. Thereafter, they evaluated 
their performance by coming up with farm images of sugar beets and volunteer 
potatoes using different classifications in images under varying lighting condi-
tions. The aggregator was able to generate the best prediction with 98% accuracy 
using a modified AlexNet architecture with two output units for a binary clas-
sification task. However, the performance of a modified VGG-19 also came up 
with strong accuracy (98.7%) in this binary classification problem. The results 
highlight the versatility of an approach based on transfer learning on various 
graphs, even for images captured in outdoor environments and having difficulty 



 Potato Research

1 3

adjusting to changes in illumination and background. Real-time applicability is 
usually item-specific (depending on the network used) and depends on the system 
design. Although the classification is fast and only takes less than 0.1s, a system 
implementation that would cover all courses could be required to sustain the pace 
throughout the whole training. The author then explains the importance of trans-
fer learning for real-time weed detection in agricultural environments that require 
appropriately fast and accurate classification.

Yadav et  al. (2024) presented several models for potato production predictions 
in the main Indian states. They compared ARIMA, a forecasting approach, and 
state space and XGBoost processes. These studies highlighted that there is not a 
right strategy approach at all. Rather, the most optimal model differs according to 
the data types of each state. The treatment of data characteristics and validation is 
equally essential to ensure predictions can be validly produced. One of the research-
ers’ contributions is emphasizing the need to deal with the data in a real-world set-
ting, including non-stationarity, significant outliers, and non-linearity. They suggest 
focusing on the fact that the points of understanding data complexities and each 
model’s caveats are crucial to making reliable forecasts. Companies like Dole in 
India may find such quantitative models useful for streamlining agricultural policies 
and decisions based on the country’s current potato consumption trends. Khorrami-
far et al. (2021) conducted an experiment to establish the ability of nine sensors to 
identify various VOCs present at different concentrations of 1–10,000 ppm. They 
used the data collected through sensors by applying machine learning techniques 
like PCA, LDA, and ANN. PCA resulted in the identification of the most signifi-
cant and representative components that could account for almost 93% of the vari-
ance in the data. In addition, LDA and ANN exhibited high accuracy in VOC detec-
tion—100 and 96%, respectively.

The following article by Amkor and El Barbri (2023) describes operating a mul-
timodal system comprising five MOX gas sensors algorithmically trained for the 
classification and prediction of the quality of potatoes fertilized with nitrogen, phos-
phorous, and potassium fertilizers or processed manure extracted from sheep and 
donkeys. The study classified information using the K-nearest-neighbour model with 
a 90% success rate. Developers used the NARX network for the forecasting task for 
which the accuracy was 0. The first algorithm had a correlation coefficient of 0.99 
and produced minimal error. It was verified experimentally that the tool being pre-
sented was useful. Towfek and Alhussan (2024) show the application and effective-
ness of the BDBER algorithm–trained LSTM models for short-term and long-term 
potato production prediction. They have scientifically established through empirical 
studies that the BDBER-tuned LSTM models outperform conventional algorithms 
in accuracy and prediction reliability. The flexibility of the BDBER algorithm in 
balancing the schedules of exploration and exploitation significantly enhances effi-
ciency in using LSTM models for forecasting. The results affirm the importance of 
using artificial intelligence techniques in agricultural model development for better 
forecasting.

Boguszewska-Mańkowska et  al. (2022) showed the use of ensemble learning 
models, and notably, the final classifier proved to be extreme gradient boosting. The 
last classifier was evaluated at 96.7% accuracy that incorporated several measured 
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potato parameters to discriminate amongst various tolerance groups. These param-
eters included relative yield decrease, stem mass, maturity, assimilation area, leaf 
mass, yield per plant, calculated climatic water balance, and indices the DSI and the 
MSTI. Elbasi et al. (2023) emphasize the use of machine learning algorithms and 
IoT sensors in contemporary agriculture to enhance crop production efficiency and 
minimize waste by making well-informed decisions. The study discusses obstacles 
and opportunities in combining these technologies and provides experimental results 
showing how altering labels affects data analysis algorithms. Studying data from 
farms, such as real-time IoT sensor data, can help farmers make better decisions on 
aspects that impact harvest growth. Although facing difficulties, the positive results 
suggest that ML methods will be essential for predicting future agricultural produc-
tivity. The study concluded that precise feature selection is crucial for enhancing the 
accuracy of ML systems. The maximum level of accuracy was attained by utilizing 
temperature, humidity, pH, and precipitation variables, resulting in 97.05% accuracy 
with Bayes Net and 97.32% accuracy with random forest. Advancements in this sec-
tor could enhance crop production efficiency, minimize waste, and enhance global 
food security.

Kumar and Patel (2023) introduced HDLCNN, a method that improves the per-
formance of the global potato crop. The strategy outperforms existing methods like 
VGG-INCEP, Deep CNN, random forest, and other spiking neural networks. The 
proposed method outperforms existing methods by 4% in accuracy, 6% in preci-
sion, 3% in recall, and 3.5% in F-score. It also offers higher specificity, sensitivity, 
and PSNR. Nazir et al. (2023) achieved a 98.12% accuracy in classifying different 
potato plant leaf illnesses (late blight, early blight, and healthy leaves) in 10,800 
photos by utilizing the EfficientPNet tool. Experiments have proven that our method 
is effective for classifying potato plant leaf diseases and can handle distorted sam-
ples reliably. Therefore, farmers can reduce costs and increase yields by utilizing 
this technology.

In 2024, Sarah et al. conducted an experiment in which they trained three object 
detection models utilizing both conventional and super-resolved sets of data. Train-
ing on the super-resolved dataset improves the precision of identifying and locating 
a potato late blight disease. Faster-RCNN, Detr, and Yolo V8 outperformed the rest 
of the models in smoothly detecting small lesions on leaves with low training as 
well as inference time. The study by Mishra et  al. (2024) assesses the efficacy of 
ARIMA and ETS models in forecasting potato output in India, China, and the USA. 
The study utilizes historical production data from these nations. The results indicate 
that the ETS model routinely surpasses the ARIMA model in forecasting potato pro-
duction. China and India are projected to remain major contributors to the potato 
industry, further establishing themselves as essential participants.

Current research on predicting potato consumption with machine learning models 
is rare. Although researcher Yadav et al. (2024) discuss the economic aspects affect-
ing potato demand, there is little emphasis on using machine learning to predict con-
sumption. The integration of AI and ML into potato-related research has significant 
potential to enhance food security, increase the productivity of agriculture, and pro-
mote environmental sustainability to meet the rising need for this essential thing. 
Table 1 displays the comparison of the research mentioned above.
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Materials and Methods

The data used in the present study is about the consumption of potatoes for 60 years 
starting from 1961 to 2019, available at https:// www. kaggle. com/ datas ets/ visha ljiod 
edra/ potato- consu mption- of- world- in- last- 60- years, and the data was divided into 
training and testing data sets where 80% of the data was used for training the model 
and 20% was used for testing the training model. These percentages imply that 80% 
of data was utilized in training the machine learning models and 20% was set aside 
for testing the models.

The reason behind using 80–20 proportion basis is clearly linked to the model 
testing and training aspect. An argument for using 80% for training is that the mod-
els would have ample data to learn from, which is important when attempting to 
identify pattern and trends in the data. This large training set is particularly helpful 
in developing models that are more general and accurate on new data that has not 
been used during the model creation.

On the other hand, using only 20% data for the test gives a realistic evaluation 
of the performance of the model. This testing set can be used to further validate 
the model on data that the model has not seen before and is a good way of gauging 
how well the model is going to perform in estimating the potato consumption in the 
future. The 80–20 split is a common practice in machine learning since it gives a 
reasonable number of examples for training the model and a reasonable number of 
samples for assessment of model’s performance. Figure 1 shows the model represen-
tation for potato consumption forecasting.

The experiments applied different machine learning techniques, including 
Stacked LSTM, CNN, random forest, support vector machine, K-nearest neighbour, 
bagging regressor, and dummy regressor.

The model description for forecasting potato consumption is as follows:

1. The relevant data for potato consumption is determined as the input for the model. 
The dataset includes data about potato consumption over 60 years, from 1961 to 
2019.

2. Normalization is an essential preprocessing step, mainly when dealing with 
approaches impacted by scaled features. We normalized our numerical features. 
This technique standardizes the scale of all features to prevent any one charac-
teristic from overriding the others during model training.

3. The data were divided into 80% training and 20% testing.
4. The training data will be used for forecasting techniques in machine learning, 

including Stacked LSTM, CNN, random forest, support vector machine, K-nearest 
neighbour, bagging regressor, and dummy regressor.

5. Accuracy is evaluated using several metrics, such as mean squared error, mean 
absolute error, median absolute error, and R2.

6. Potato consumption forecasting: depending on the evaluations, the more accurate 
forecasting model is selected to predict potato consumption in the future.

https://www.kaggle.com/datasets/vishaljiodedra/potato-consumption-of-world-in-last-60-years
https://www.kaggle.com/datasets/vishaljiodedra/potato-consumption-of-world-in-last-60-years
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Machine Learning (ML) and Deep Learning (DL) Models

Long Short‑Term Memory

LSTM is suitable for regression tasks as it is commonly applied to reasoning 
sequential data and reduces the significant correlations that arise from non-linear 
regression tasks. While classical statistical methodologies were built to make pre-
dictions over the immediate past of the assumed stochastic process, LSTMs can 
recall information about events even if these happen a long time after the actual 
query. This ability makes the model extremely effective at determining the likely 
occurrence of events in the distant future (Hochreiter & Schmidhuber 1997). This 
function is handy when performing regression predictions using time series data 
since the latter provides details of earlier data pointers for the time series. Experi-
mental studies have shown applications of classical LSTM methods for regression 
problems in financial, traffic, or weather forecasting to be more effective when 
compared to classical methods (Graves et al. 2013)—the significance of LSTMs 
for regression of time-sequential data: best practice analyses and design changes.

Fig. 1  The model represents global potato consumption until 2030
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The Stacked Long Short‑term Memory

The artificial neural network library used for the selected algorithm is LSTM = the 
stacked short-term memory network for this paper LSTM. Stacked LSTMs intro-
duce the ability to build compound structures using the multiple multiplied 
copies of data passed through individual LSTM layers. Historical data on raw 
potato ingestion will be used as input to LSTM to obtain periodicity. This enables 
the model to predict the total and anticipated demand for fuel within a certain 
period, either in the short or long run. They also added stacked LSTMs with sev-
eral parameters to obtain a better prediction of potato consumption. The model 
contains three layers: how many layers of hidden units does the network have? 
128; 64; 32; 14 batch size = 32 15; learning rate = 0. The learning rate is 0. 0001 
and momentum 0. 9 with epochs at 50, the optimizer is the Adam type, the time 
step is 32, and the output activation is linear. The structural view of the model is 
shown in Fig. 2.

Convolutional Neural Network (CNN)

While the long short-term memory (LSTM) network emerged as the most success-
ful model, discussing the rationale behind including a convolutional neural network 
(CNN) in the experiment is valuable. While seemingly counterintuitive for time 
series data like potato consumption, CNNs possess capabilities. Although potato 
consumption is a global phenomenon, there might be underlying spatial biases 
or regional variations in consumption patterns. For instance, climate or cultural 

Fig. 2  Long Short-term Memory structure
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preferences could influence consumption levels in specific geographical areas (El-
Kenawy et al. 2023).

There are potential uses of CNNs, such as if potato consumption data was struc-
tured as a grid (e.g. average consumption per country), a CNN could extract rel-
evant spatial features from this grid-like representation. These features might cap-
ture regional consumption patterns or relationships between neighbouring countries. 
CNNs can be effective at identifying patterns within images. If consumption data 
exhibited any visual trends over time that could be represented spatially (e.g. heat-
maps), a CNN might be able to learn these trends and use them for forecasting.

Random Forest

The random forest regressor model was the second noisiest model, but it provided 
more insights than the other models, except the LSTM model. This section further 
explains the central ideas associated with random forests and how applicable they 
can be in regression issues, such as estimating the amount of potatoes and individual 
uses. Random forest regression is a supervised learning approach that uses individ-
ual decision trees for predictions that consist of several decision trees. It is executed 
on randomly selected features (factors affecting potato consumption) and a randomly 
collected part of the records from the original dataset. It also reduces bias and helps 
decrease the model’s overfitting of the training data. Random forests have several 
strengths that can be utilized for forecasting potato consumption. Several factors can 
impact the consumption of potatoes, such as population growth, the current eco-
nomic stand, and popularity. Random forests enable complex relations within the 
data without requiring feature engineering. Implicit coding: Real-world data often 
includes noise and irrelevant observations. Classification by random forests is prac-
tically not prone to anomalies since the latter can be effectively averaged out using 
multiple decision trees. This is important when reconciling what took place in the 
past, given that there may be discrepancies regarding the consumption of potatoes. 
Such models are comparatively easy to read compared to some complex models, 
such as random forests. It is possible to determine the features most impacting these 
levels by examining the values of an individual feature in the importance score.

Support Vector Machine (SVM)

Support vector machines (SVMs) discover a hyperplane in a vector space of a higher 
dimension than the actual dimension in which the data points are defined to be well 
separable and well apart from the hyperplane. This margin is the decision boundary 
for regression, where we try to minimize the cost derived from the prediction error 
for future data. Neither a positive correlation between population changes or vari-
ables of economic indicators and potato consumption is demonstrated. SVMs can 
also account for the non-linearity of these relationships using a kernel function to 
map the data into a higher dimensional feature space that captures this non-linear 
correlation. There is a possibility that the regression models might be affected by 
the occurrence of outliers in the dataset. SVMs are inherently less prone to outliers 
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because they give most of their attention to the data points along the plane repre-
senting a higher number of classifications termed support vectors. These metrics 
signify that when additional features, such as consumption data, are added to the 
models, the outcome depends on several factors. SVMs can deal with feature spaces 
of higher dimensionality through kernel functions because they can easily handle 
higher-dimensional data with ease by using the kernel function.

While the experiment highlighted LSTM’s superiority, SVM regression remains 
a viable option for potato consumption forecasting. Its ability to handle non-linear 
relationships, deal with outliers, and work with high-dimensional data makes it a 
valuable tool. However, kernel selection and interpretability require careful consid-
eration. Future research could compare different kernel functions and explore tech-
niques to improve the interpretability of SVM predictions.

K‑Nearest Neighbour (KNN)

KNN is a non-parametric machine learning approach for regression tasks. It makes 
predictions based on the similarity of new data points to existing data points in the 
training set. Its mechanism considers many aspects. Like Euclidean distance, a 
distance metric calculates the similarity between the new data point (an unknown 
consumption year) and all data points in the training set (past years with known 
consumption). A predefined number of nearest neighbours (K) are identified based 
on the calculated distances. In regression, K is typically a small, odd number. The 
average consumption value of the K-nearest neighbours becomes the predicted con-
sumption value for the new data point (Zaki et al. 2023).

While KNN offers simplicity and interpretability, its limitations likely contrib-
uted to its lower performance than LSTM in this specific potato consumption regres-
sion task. However, KNN can still be a valuable tool for initial exploration and 
gaining essential insights into regression problems, particularly with well-behaved, 
low-dimensional datasets.

Bagging Regressor

Bagging is a technique or type of ensemble learning used to enhance the stability 
and accuracy of the decision tree prediction model. It does this by creating several 
copies of a particular base model, each trained on different samples of the original 
data. This way, each base learner might concentrate on different aspects of the data, 
which reduces the variance and leads to a more stable final model.

When predicting future potato consumption, some natural random ele-
ments might be involved in the data. Different factors might affect consump-
tion at a given time in a year, and a particular model might be susceptible to 
these changes. In this context, a bagging classifier trains multiple base learners 
on various data groups from the dataset. Then, it makes a collective prediction 
by eliminating the reliance on individual data points. This makes it easier to pro-
vide a more accurate prediction and thereby helps minimize the effects of noise 
in the data. Such a parallel approach ensures that each base learner is trained on 
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a slightly different portion of the data; naturally, the final model obtained will 
have more natural coverage over the variability in potato consumption. This has 
the effect of enabling better forecasting of future consumption of new samples 
of the collected data. The bagging techniques are instrumental in estimating the 
uncertainty and predicting the outcome. Prediction results from each learner can 
be used to construct a visualization of the confidence of the full model outputs 
through the spread of predictions.

Bagging represents an effective learning scheme that implements ensemble learn-
ing in regression tasks. Weather forecasting for potato consumption can contribute 
to a better understanding of the issues related to data variability and assist in obtain-
ing reliable predictions. Although the LSTM provided better results for this experi-
ment, the bagging technique remains a useful predictor tool for regression analysis, 
including situations with potentially noisy or stochastic variables.

Dummy Regressor

A dummy regressor is another basic machine learning model in which the fore-
seen outputs are made according to a specific plan, ignoring the actual data of 
the inputs. The implementation of a dummy regressor can be split into two pri-
mary cases. The first is the constant prediction, which means the model predicts 
that all the points will equal some value. For example, the dummy regressor 
regarding potatoes might continually signify the average consumption level for 
the past 60 years. The second one is the majority prediction, which is more com-
mon in classification problems, wherein a dummy regressor predicts the most 
used class in the training set.

The dummy regressor is used as a benchmark to examine the model’s per-
formance. In case the considered intricate model like the LSTM network is not 
much more beneficial than, for instance, the dummy regressor, it points to the 
fact that it might involve numerous unnecessary complexities that are not capa-
ble of adequately reflecting the relations in the data. Relative to a model of more 
complexity, one can check the contribution of each additional component by 
comparing it to a dummy regressor. This reveals that if the complex model does 
not generate significantly better results than the dummy regressors, the same 
result could have been obtained using a simpler model but with less computa-
tional efficiency. Comparison can also determine whether it is rational to have a 
complex model or if a simple one is good enough.

Results and Discussion

Figure 3 depicts a 60-year trend (1961–2019) in global potato consumption. Con-
sumption is measured in thousands of tonnes (y-axis) and plotted against years 
(x-axis). The graph suggests a generally upward trend, with some periods expe-
riencing steeper increases. This indicates a relatively consistent rise in potato 
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consumption over time, with occasional bursts of more rapid growth. The overall 
picture suggests a positive development in global potato agriculture, possibly reflect-
ing increased consumption, expanded cultivation areas, or growing demand driving 
production.

Evaluation Metrics

The experiment leveraged Jupyter Notebook version 6.4.6, an interactive develop-
ment environment, to run the machine learning models. This user-friendly platform 
simplifies Python code creation and execution. Jupyter Notebook operates within a 
web browser and allows compatibility with other programming languages, including 
Python 3.8. The hardware running the models consisted of an Intel Core i7 proces-
sor, 16 GB of RAM, and the Microsoft Windows 10 operating system.

The experiments applied different techniques for machine learning, including 
Stacked LSTM, CNN, random forest, support vector machine, K-nearest neighbour, 
bagging regressor, and dummy regressor. The collection of data (dataset) includes 
data about potato consumption over 60 years, starting in 1961 and ending in 2019. 
During the studies, it was discovered that the Stacked LSTM model had superior 
performance compared to the other models. The study utilizes prediction evaluation 
techniques such as mean squared error, mean absolute error, median absolute error, 
and R2 calculated through the following:

MSE =

1

n

n∑

i=1

(
Act

i
− pre

i

)2

Fig. 3  Trend of potato consumption in global (1961–2019) in thousands of tonnes
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Table  2 displays the performance of different techniques for machine learning, 
including Stacked LSTM, CNN, random forest, support vector machine, K-near-
est neighbour, bagging regressor, and dummy regressor. As shown in Table 2, the 
Stacked LSTM model achieved a mean squared error of 0.0081, a mean absolute 
error of 0.0801, a median absolute error of 0.0755, and an R2 value of 98.90%, while 
the DR model achieved the lowest values: a mean squared error of 0.0326, a mean 
absolute error of 0.3594, a median absolute error of 0.3629, and an R2 value of 
90.25%. The CCN model’s MSE, MAE, MedAE, and R2 are 0.0098, 0.0962, 0.0845, 
and 97.83%. The RF obtained an MSE of 0.0174, an MAE of 0.1531, an MedAE 
of 0.1482, and an R2 of 95.83%. The KNN obtained an MSE of 0.0194, an MAE of 
0.1843, an MedAE of 0.1958, and an R2 of 93.91.83%. The SVR obtained an MSE 
of 0.0269, an MAE of 0.2841, an MedAE of 0.2735, and an R2 of 91.74%. The BR 
obtained an MSE of 0.0292, an MAE of 0.3283, an MedAE of 0.3152, and an R2 of 
90.61%.

Figure 4 illustrates the coefficient of determination (R2) values for various regres-
sion models used to predict potato consumption. The models evaluated include the 
stacked long short-term memory (Stacked LSTM), convolutional neural network 
(CNN), random forest (RF), K-nearest neighbour (KNN), support vector regressor 
(SVR), bagging regressor (BR), and dummy regressor (DR).

The Stacked LSTM model achieved the highest R2 value, close to 99%, indicat-
ing its superior performance in capturing the variance in the data and making accu-
rate predictions. The CNN model follows with an R2 value of approximately 98%, 
showcasing its strong performance as well. The random forest model achieved an 
R2 value of around 96%, demonstrating its effectiveness but still trailing behind the 
Stacked LSTM and CNN models.
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Table 2  Performance of the 
proposed Stacked LSTM model 
and other individual regression 
models

Models MSE MAE MedAE R2

Stacked LSTM 0.008 0.08 0.0755 98.90%
CNN 0.01 0.096 0.0845 97.83%
Random forest 0.017 0.153 0.1482 95.83%
KNN 0.019 0.184 0.1958 93.91%
SVR 0.026 0.284 0.2735 91.74%
Bayesian ridge 0.029 0.328 0.3152 90.61%
Decision tree 0.033 0.359 0.3629 90.25%
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The K-nearest neighbour model showed a notable R2 value of about 94%, while 
the support vector regressor model had an R2 value of around 92%, indicating mod-
erate performance in comparison to the top models. The bagging regressor and 
dummy regressor models had the lowest R2 values, with the dummy regressor scor-
ing just above 90%, serving as a baseline for comparison. The bagging regressor 
also performed similarly to the dummy regressor, indicating that these models were 
less effective in capturing the complex relationships in the data compared to the 
other more sophisticated models.

Figure 5 shows how the Stacked LSTM approach in predicting the potato con-
sumption performed. The straight line on the scatter plot connects the actual and the 
predicted values where the x-axis represents actual values of potato consumption, 
and the y-axis represents the values predicted. In the scatter plot displayed below, 
the data points lie almost on the diagonal line, thus proving that there is a strong 
positive relationship between the actual and predicted values.

Such alignment reinforces the validity of the predictions made by the model and 
those source points that are closer to the diagonal are the best. The above results 
reveal that the Stacked LSTM model’s capability to learn and decompose the 
given data’s latent structure fully supports its phenomenon-better forecast of potato 
consumption.

In general, the visualization given by the scatter plot corresponds to the high 
accuracy of the model that was mentioned earlier in terms of quantitative meas-
ures. The proposed Stacked LSTM model holds potential as a viable tool for the 
prediction of future consumption of potato by consumers which in turn will pro-
vide useful information for players in the value chain particularly the growers in 
agriculture.

Figure  6 illustrates the comparison of mean squared error and mean abso-
lute error against the number of epochs used to train and test the Stacked LSTM 
model for predicting potato consumption.

Fig. 4  R2 of the Stacked LSTM model and several regression models
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Figure 7 presents a visual representation of historical data and future forecasts 
for global potato consumption using the Stacked LSTM model. The x-axis rep-
resents the years, ranging from 1950 to 2040, while the y-axis represents potato 
consumption in thousands of tonnes. The blue dots illustrate the actual histori-
cal data on potato consumption from 1960 to 2019. The data shows a generally 
increasing trend in potato consumption over the years, with noticeable periods of 
rapid growth, particularly from the 1990s onwards.

The orange dots represent the model’s forecast for future potato consumption, 
extending from 2020 to 2030. The predictions indicate a continued upward trend 
in potato consumption, suggesting that demand for potatoes will keep rising in the 
coming years. This graph highlights the model’s ability to extend its learning from 
historical data to make reliable future predictions. The clear upward trajectory in 

Fig. 5  Performance of the Stacked LSTM model

Fig. 6  Squared error and mean absolute error vs number of epochs using the Stacked LSTM model
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both historical and forecasted data underscores the growing importance of potatoes 
in the global food market and the effectiveness of the Stacked LSTM model in cap-
turing these trends for future planning and decision-making.

Conclusion and Future Work

The experiments used machine learning methods such as Stacked LSTM, CNN, 
random tree, support vector, KNN, bagging regressor, and dummy regressor. The 
data set comprises records on the consumption of potato over a period of 60 years, 
from the year 1961 to the year 2019. In the course of the analysis on the models, 
they found out that the Stacked LSTM model had the best performance amongst 
the models. The Stacked LSTM model achieved a mean squared error of 0.0081, a 
mean absolute error of 0.0801, a median absolute error of 0.0755, and an R2 value 
of 98.90%. The study utilizes prediction evaluation techniques such as mean squared 
error, mean absolute error, median absolute error, and R2. These data show that our 
algorithms can predict worldwide potato consumption till 2030.

It will be helpful for future research to cast AI techniques in the context of the 
forecasting models discussed above to comprehend the underlying forces behind the 
model. This could be very helpful in understanding the elemental interactions of 
potato consumption and add more value to the interpretation of the forecasts. How-
ever, this study aimed at the global level of potato consumption; further research 
could pinpoint various regional or subcategories of potato varieties. Thus, creat-
ing models that predict the usage of concrete potatoes for particular regions may 
help define the principles of efficient agricultural activity and the usage of available 
resources.

Fig. 7  Potato consumption forecasting (in thousands of tonnes) using the stacked LSTM model
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