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Abstract The advances in genetics and biochemistry that have taken place over the
last 10years led to significant advances in experimental and clinical immunology.
In turn, this has led to the development of new mathematical models to investigate
qualitatively and quantitatively various open questions in immunology. In this study
we present a review of some research areas in mathematical immunology that evolved
over the last 10 years. To this end, we take a step-by-step approach in discussing arange
of models derived to study the dynamics of both the innate and immune responses
at the molecular, cellular and tissue scales. To emphasise the use of mathematics
in modelling in this area, we also review some of the mathematical tools used to
investigate these models. Finally, we discuss some future trends in both experimental
immunology and mathematical immunology for the upcoming years.
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1 Introduction

The immune system is subdivided into two main subsystems, the innate system and
the adaptive system, which are connected via the action of various cells (e.g., den-
dritic cells), cytokines, antibodies, etc.; see Fig. 1. These two subsystems generally
cooperate to ensure the protection of the host (Meraviglia et al. 2011). The innate
immune system focuses on the physical and chemical barriers formed of cells and
molecules that recognise foreign pathogens. The adaptive immune system focuses on
the lymphocytes’ action to clear these pathogens. The innate immune dendritic cells
(DCs), which connect the two immune subsystems, recognise pathogen molecules via
invariant cell-surface receptors and then display their antigens on their surface to be
recognised by the T cells of the adaptive immune response (Murphy 2012). In addition
to the DCs, the two subsystems can be also connected via the action of a particular type
of T cell, called the ¥ T cells, which are considered both a component of adaptive
immunity (since they develop memory) and of innate immunity (since some of their
alternative T cell receptors may be used as pattern recognition receptors) (Meraviglia
et al. 2011). We remark here that the notion of immune memory has been associated
for a long time with only the adaptive immune response (as mediated by the lympho-
cytes). However, very recent experimental results have shown also the existence of a
type of innate immune memory associated with macrophages (Yoshida et al. 2015) or
with NK cells (Borghesi and Milcarek 2007). Another distinction between the innate
and adaptive immunity is related to specificity: the innate immune response is con-
sidered to be non-specific (relying on a large family of pattern recognition receptors),
while the adaptive immune response is considered to be very specific (relying on clon-
ally distributed receptors for antigens, which allow cells to distinguish between, and
respond to, a large variety of antigens). Finally, both the innate and adaptive immunity
include humoral components (e.g., antibodies, complement proteins and antimicrobial
peptides) and cell-mediated components (that involve the activation of phagocytes and
the release of various cytokines); see Fig. 1.

Many of the complex interactions between the innate and adaptive immune sys-
tems and the pathogens that trigger the immune responses (interactions which occur via
complex networks of cytokines and chemokines) have started to be revealed in the last
10-15years, especially because of the advances in genetics, high-throughput meth-
ods, biochemistry and bioinformatics. A 2011 review in Nature Reviews Immunology
(Medzhitov et al. 2011) highlighted some of the fundamental advances in immunology
since 2001: e.g., improved understanding of Toll-like receptor signalling, improved
understanding of immune regulation by regulatory T cells, improved understanding
of myeloid-derived suppressor cells. In particular, one of the most cited immunology
papers over the last 10 years is a review of monocyte and macrophages heterogeneity
by Gordon and Taylor (2005). Other significant advances made in the last 10 years
were in the areas of cancer immunology and immunotherapy (Chen and Mellman 2013;
Kalos and June 2013), inflammation (Kim and Luster 2015), autoimmunity (Farh et al.
2014), infection (Rouse and Sehrawat 2010; Romani 2011), and metabolism (Mathis
and Shoelson 2011; Finlay and Cantrell 2011).

These recent advances inimmunology have led to the development of a large number
of mathematical models designed to address some of the open questions unravelled by
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Fig. 1 Brief description of various components of the innate and adaptive immune responses. Both the
innate and adaptive immunity include humoral aspects (e.g., antibodies) and cell-mediated aspects (e.g.,
cytokines)

these advances. Particular interest was given to mathematical models for the activation
of T cells, models for the molecular pathways involved in the activation, migration
and death of various immune cells (e.g., T cells, B cells, neutrophils), models for
cancer—immune interactions, as well as models for the immune response against vari-
ous infectious diseases such as HIV, malaria, tuberculosis, etc. Over the last 10 years,
some of these mathematical models have been summarised and reviewed in various
contexts: choosing the correct mathematical models for describing an immune process
(Andrew et al. 2007), reviewing models for T cell receptor signalling (Coombs et al.
2011), models for various intracellular signalling networks (Janes and Lauffenburger
2013; Cheong et al. 2008; Kholodenko 2006), the evolution of mathematical models
for immunology (Louzoun 2007), non-spatial models of cancer—immune interactions
(Eftimie et al. 2010a), agent-based models of host—pathogen interactions (Bauer et al.
2009), multiscale models in immunology (Kirschner et al. 2007; Germain et al. 2011;
Cappuccio et al. 2015; Belfiore et al. 2014). This large number of reviews of vari-
ous types of mathematical models, published in both immunology and mathematical
journals, is a testimony of the great interest and fast advances in this research field.
In this study, we aim to give a review of mathematical immunology over the past
10 years (i.e., since 2006). To this end, we will cover the breadth of progress rather
than any particular research area in great detail. Nevertheless, given the spread of this
field, we will only offer a brief description of some of the mathematical models. To
ensure minimal overlap with previous reviews published since 2006, we will focus on
the most recent models, the techniques developed to investigate these models, and the
potential impact of the mathematical results to designing new experimental studies.
Since a brief PubMed search showed that a relatively equal number of papers have
been published in the last 10 years on either innate or adaptive immune cells (see
Fig. 2a), we decided to include in our review mathematical models for both innate
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Fig. 2 a Pie-chart description of the number of papers published on PubMed between 2006 and 2016,
which focus on different types of cells belonging to the innate and adaptive immunity. b Number of papers
published between 2006 and 2016 on PubMed, which deal with various aspects of the immune response:
from cancer immunology, to viral and bacterial immunology, immune pathways, etc. The data used to create
these figures were obtained from the PubMed database, using the words that appear on the figures labels as
the search words. For the red bars (grey on black/white prints) shown in b, we also added “mathematical
model” to the search words. Note that the mostly experimental studies described by the black bars and
the theoretical/mathematical studies described by the red bars follow similar patterns: a larger number of
studies on inflammation and on virus and bacterial immunology, and a much lower number of studies on T
cell and B cells receptors, or on single cell transcription (Color figure online)

and adaptive immune responses. In addition, since the immunological research over
the past decade covered a variety of immune responses associated with basic immune
activation (via T cell and B cell receptors), viral and bacterial infections, immune
response to cancers, inflammation, autoimmunity, etc. (see Fig. 2b; and our previous
discussion on recent advances in immunology), we will review mathematical and
computational models that were derived to address questions regarding these various
immune aspects. Moreover, we will discuss future trends in mathematical immunology,
as well as emphasise areas where mathematical immunology methods may be applied
beyond their original context.

Role of mathematical models in immunology There are many viewpoints in regard to
the purpose of developing mathematical models to describe immunological phenom-
ena: from explaining existing observations and generating new hypotheses that can be
tested empirically (Ankomah and Levin 2014), to understanding which assumptions
in the model are useful and generate outcomes consistent with data [and thus help dis-
criminate between different immune hypotheses (Antia et al. 2005) to uncover basic
mechanisms driving some phenomenon (Shou et al. 2015)], organising data resulting
from experiments (Shou et al. 2015), offering a selection criteria for ideas that could be
tested experimentally in vivo or in vitro (thus reducing the cost and the time associated
with performing large numbers of experiments) (Seiden and Celada 1992), evaluat-
ing the feasibility of an intuitive argument (Shou et al. 2015), or making theoretical
contributions to the knowledge related to immunological systems [by demonstrating
the possibility of some outcomes as a results of specific interactions in a particular
type of environment, and by suggesting further theoretical problems (Caswell 1988)].
Caswell (1988) distinguished two general purposes for mathematical models: to offer
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some general theoretical understanding for a theoretical problem (and this understand-
ing does not need to depend on model validation), and to help make predictions (which
depends on model validation).

Modelvalidation Throughout this review, whenever we refer to “model validation” we
actually mean [as discussed in Oreskes et al. (1994)] that models are partially confirmed
by showing agreement between observation and prediction [complete confirmation of
biological models being impossible (Oreskes et al. 1994)].

As stated in Rykiel (1996), the belief that complete model validation is impossible
is based on the idea that model falsification should be critical for science. However,
Karl Popper’s falsifiability criterion (Popper 1965) (i.e., a theory is scientific only
if it makes predictions that can be falsified), which has been already challenged by
other philosophers and scientists (Thagard 1988; Mentis 1988; Rykiel 1996), cannot be
easily applied to the subtleties of modelling biological phenomena, where many unob-
servable quantities (e.g., interaction rates) cannot be easily quantified, thus leading to
models that cannot be rejected directly (Rykiel 1996) (at least not with our current
knowledge). Moreover, as emphasised by Caswell (1988), experimentalists recognise
that no experiment represents the last word on the subject, and that an experiment
can be usually understood in the context of other experiments that manipulate differ-
ent factors (and thus might contradict the original empirical experiments), making it
difficult to validate mathematical and computational models in immunology.

Parameter estimation In mathematical and computational immunology, many
researchers use parameters published in the literature to justify the results of their
simulations (both parameters measured experimentally, and parameters taken from
other published mathematical and computational models). However, this represents
a major issue, since very few laboratories measure and estimate kinetic parameters;
see, for example, the studies in Boer and Perelson (2013), Gadhamsetty et al. (2015),
and their discussion on the difficulty of interpreting kinetic data. Moreover, even in
this case, the parameters are estimated for specific experimental systems/models and
might differ from study to study (depending on the estimation method used, and on
the characteristics of the experimental model, e.g., the inbreed strain of the laboratory
mouse used in experiments, or the cell line used in experiments) (Boer and Perelson
2013; Laydon et al. 2015). The only rigorous approach (very expensive and time con-
suming), which could lead to results that could have predictive power, is to estimate in
alaboratory all parameters required by a mathematical/computational model (describ-
ing a specific system). For simplicity, throughout the next four sections, whenever we
refer to models for which parameters were obtained from the literature (in contrast to
parameters calculated experimentally) we actually mean that those parameters were
not estimated in a rigorous manner and thus they might not depict accurately the kinet-
ics of the system. The studies where kinetic parameters were measured in a laboratory
will be emphasised separately throughout this review [see, for example, Sect. 5, where
we discuss the computational and theoretical approaches in Zheng et al. (2008) and
Henrickson et al. (2008)].
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Fig.3 (Colour figure online) Caricature description of examples of immune processes at molecular, cellular
and tissue levels. A different classification of multiscale immune processes focuses on the spatial ranges at
which these processes take place: microscale, mesoscale and macroscale. Note the overlap between cellular-
and tissue-level processes with the mesoscale spatial level. This is the result of migration of cells between
different tissues (e.g., from the lymphoid tissue where cells get activated to the peripheral tissue where
pathogens reside). Immunological processes also vary across temporal scales: from nanoseconds (for some
molecular processes) to days and even years (for some cellular and tissue-level processes)

Multiscale aspects of mathematical models in immunology To capture the complex
multiscale dynamics of the immune responses, the review will cover both innate and
adaptive immunity across the molecular/genetic scale, cellular scale, and tissue/organ
scale (see also Fig. 3). We emphasise that in addition to these spatial scales, immuno-
logical processes also span a range of temporal scales: from nanoseconds for peptide
binding, to seconds/minutes for the production and degradation of cytokines involved
in immune cells communication, and to days and months for the proliferation and
death of some long-lived immune cells (e.g., memory T cells). However, throughout
this study we will neglect the temporal scale (since many of the mathematical models
neglect it), and we will focus mainly on the spatial scale. At each of the spatial scales,
we will review some mathematical models derived to address some of the questions
that have dominated the immune research over the past 10 years. For example, at the
molecular scale, the past years have seen the immunology research being focused on:
(1) understanding the mechanisms for Tcell receptor binding to peptide major his-
tocompatibility complex (MHC) molecules and B cell receptor binding to antigens,
and (ii) understanding the different signalling pathways involved in the activation
and functionality of immune cells. This translated into a wide range of mathemat-
ical models that have been developed to investigate these aspects in the context of
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adaptive immune cells [both (i) and (ii)] and innate immune cells [mainly (ii)]. At
the cellular scale, the mathematical models followed the advances in the immunology
research of diseases (both viral and bacterial), autoimmunity and cancer. The review
will summarise models that investigate (i) only the role of innate immune cells, (ii)
only the role of adaptive immune cells, and (iii) models that combine both innate and
adaptive immunity. At the tissue scale, the few mathematical models for the immune
response focused mainly on the immunological aspects of wound healing and scaring,
as well as on the immune cells distribution inside solid tumours or granuloma. Finally,
we discuss multiscale models, which investigate immune processes that take place
across various spatial scales. The variety of mathematical models derived to capture
all these different immunological processes is depicted in Fig. 4 (with the models
briefly described and compared in “Appendix 17°). For completeness and accessibility,
we also added a glossary of mathematical terms in “Appendix 2”.

Schematic description of ODE models &
integro differential models

Schematic description of PDE models &
integro partial-differential models
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Fig. 4 (Colour figure online) Schematic description of various types of mathematical models derived to
investigate immune dynamics (see also “Appendix 17). In many cases, these types of models are combined;
for example CA models can be coupled with PDE models (which are discretised), PDE models can be
coupled with ODE models, CA models can be combined with AB models, etc. There are also many other
types of models not depicted here; e.g., probability models (e.g., quantifying the probability of encounters
between T cells and dendritic cells (Celli et al. 2012)), algebraic models describing the binding and unbinding
of B cell receptors (Fellizi and Comoglio 2015). All these models are usually coupled with ODEs, to describe
multiscale immunological phenomena. For a review of various modelling frameworks in immunology see
Kim et al. (2009)
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We start each subsection by presenting a list of references emphasising the variety
of studies published after 2006 on that particular topic. Then, we discuss in more
detail two arbitrarily chosen studies: one study which emphasises the power or lim-
itations of experimentally validated models and one study which offers a theoretical
understanding of a model derived to simulate immunological phenomena.

Note that while we review only research published after 2006, we will also refer to a
few types of general papers published before 2006: (i) older papers that put forward or
emphasised general ideas regarding the importance and multiple roles of mathematical
models in biology; (ii) older papers on the philosophy of science, which we refer to
when discussing our take on model validation; (iii) older experimental papers that
put forward an important immune concept that we need to refer to (especially in the
context of evolution of experimental research).

The article is structured as follows. In Sect. 2 we review mathematical models
that address questions regarding the molecular-level immune interactions. In Sect. 3
we review mathematical models for cellular-level immune interactions. In Sect. 4 we
review mathematical models for tissue-level immune interactions. In Sect. 5 we give
an overview of some of the models derived to investigate immunological phenomena
that takes place between different scales. We conclude with Sect. 6, where we discuss
the applicability of these models to a broader immunological context, and possible
future trends.

2 Models for the Molecular-Level Immune Dynamics

Two areas in molecular immunology where progress has been made in the past 10
years (see also Fig. 2b), and which generated the development of various mathematical
models, are: (i) the mechanisms for T cell receptor (TCR) binding to peptide MHC
molecules and B cell receptor (BCR) binding to antigens; (ii) the different signalling
pathways involved in cell functionality. Note that while models (i) are developed in the
context of adaptive immunity, models (ii) are developed mainly for innate immunity.
In the following, we will briefly review the types of mathematical models derived to
address these immune aspects.

(i) Models for TCR and BCR binding and diversity The central aspect in the gener-
ation of an adaptive immune response is the binding of TCRs to peptide major
histocompatibility complex (pMHC) molecules (Coombs et al. 2011) and the
binding of BCRs to antigens, which leads to the activation of T cells and B cells.
Aberrant regulation of T cell and B cell activation not only impacts the fight
against infections, but it can also lead to autoimmunity (Chakraborty and Das
2010). One class of models derived to describe the biochemical signalling that
follows the TCR/pMHC binding are the kinetic proofreading models, which were
introduced to explain how T cells can discriminate between ligands based on the
dissociation time of ligand—-receptor interactions and were recently reviewed in
detail by Coombs et al. (2011). Over last 10 years, these models have been used,
for example, to calculate rigorously parameter values from experimental 2D and
3D data (Qi et al. 2006), to investigate the sensitivity of TCR to self and agonist
ligands (by combining the concepts of kinetic proofreading, cooperative inter-
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actions between self and agonist ligands that amplify signalling, and feedback

regulation of Lck kinase) (Wylie et al. 2007), to investigate the role of CD4 and

CD8 co-receptor molecules on TCR signalling (Artyomov et al. 2010), to inves-

tigate the timescale associated with T cell responses based on stochastic versus

deterministic (i.e., equilibrium) assumptions (Currie et al. 2012), to investigate the
bistability dynamics caused by positive and negative feedbacks in TCR signalling

(Lipniacki et al. 2008), or have been generalised to incorporate spatial movement

of TCR and pHMC particles along the cell membrane (Burroughs et al. 2000),

or to investigate the spatial segregation at the immune synapses of small proteins

(e.g., TCR/pMHC) and large proteins (e.g., CD45) on the surface of T cells and

NK cells (Burroughs et al. 2011). In fact, all these mathematical and computa-

tional models and many more other models not mentioned here focus in some

way or another on quantifying the TCR:pHMC dissociation rates for different
antigens, or the maximal T cell response obtained at saturating pMHC concentra-
tions, with the goal of understanding and predicting T cell and B cell activation
during infection or cancer immune therapies (Gannon et al. 2015; Dushek et al.

2014; Nag et al. 2010; Lever et al. 2014).

Another aspect investigated recently with the help of mathematical models is the

estimation of the size and diversity of T cell receptors (TCRs) and B cell receptors

(BCRs) (Stirk et al. 2008; Johnson et al. 2012; Baltcheva et al. 2012; Lythe et al.

2016), or the use of T cell receptor excision circles (TREC) to quantify thymic

output (Dool and Boer 2006).

Next, we will discuss in more detail two models: one which emphasises the

importance of modelling to discriminate between different assumptions following

comparison with experimental data and one theoretical model which investigates
the role of stochastic fluctuations in TCR signalling.

— Baltcheva et al. (2012) developed two non-spatial mathematical models (of
ODE type) and used them to understand the kinetics of the concentration of
DNA molecules obtained via the AmpliCot technique, which measures the
diversity of DNA samples through quantification of rehybridisation speed of
polymerase chain reaction (PCR) products. The two models in Baltcheva et al.
(2012) (a simple second-order kinetics for the formation of homoduplexes of
complementary strands of DNA, and a more complex heteroduplex model for
these DNA strands) were then used to fit the variable for the proportion of
fluorescent material in the sample to available experimental data. Confidence
intervals for the parameter values were also computed, using bootstrap repli-
cates of the data. The results showed a better fit for the heteroduplex model,
which can capture the nonlinearity in the data. It should be noted here that the
simple second-order kinetics model had only one parameter, while the more
complex heteroduplex model had 5 parameters. However, the authors used
the likelihood ratio test for nested models to show that the improved data fit
observed with the heteroduplex model was significant for all three data sets used
in model validation (Baltcheva et al. 2012). These types of results emphasise
the usefulness of mathematical models on allowing us to discriminate between
models/assumptions capable to fit or not the data [aspect considered important
by Oreskes et al. (1994)].

@ Springer



2100 R. Eftimie et al.

— Lipniacki et al. (2008) derived a stochastic kinetic proofreading model that
includes competition between positive and negative feedbacks for T cell recep-
tors (on a single cell). To investigate the possibility of bistable behaviour, the
authors also derived a deterministic limit of this stochastic model. The deter-
ministic model does exhibit bistable behaviour as the number of activating
peptides is varied, which is the result of negative and positive feedbacks. More-
over, computational results showed that in the bistable case the deterministic
model cannot approximate adequately the averaged stochastic trajectories. On
the other hand, in the monostable case, the deterministic trajectories approx-
imate the stochastic averaged trajectories. Overall, these theoretical results
emphasise the qualitatively different dynamics exhibited by similar determin-
istic and stochastic models.

The majority of mathematical models for T cell and B cell activation are either

described by deterministic ODEs or are stochastic computation models (e.g.,

Monte—Carlo simulations, where reaction probabilities approximate the kinet-

ics of network components). Overall, pairing mathematical and computational

modelling with experimental results has ensured a better understanding of T cell
signalling (Chakraborty and Das 2010). Nevertheless, not all results of these mod-

els were consistent with published data (see the discussion in Lever et al. (2014)

in regard to models for TCR-MHC binding). One possible reason for this incon-

sistency between analytical and experimental results is incomplete available data

(Lever et al. 2014). The spatial aspects of the local cell membrane environment,

which seem to play an important role in TCR function (Burroughs and Merwe

2007), make it even more difficult to obtain adequate data. Moreover, the models

that seem to explain the data are the phenotypic models that incorporate a minimal

set of assumptions, and not the mechanistic models based on a large number of

assumptions (Lever et al. 2014; Francois et al. 2013).

(i) Models for cell signalling pathways The response of cells to external signals is
encoded by the spatial and temporal dynamics of the signalling pathways activated
by membrane receptors (Kholodenko 2006). Dysregulation of these pathways
leads to diseases that range from developmental diseases, to cancer, diabetes, etc.
(Kholodenko 2006). Over the last 10 years various mathematical models have
been developed to investigate some of these pathways in the context of the innate
immune responses (Cheong et al. 2008; Vodovotz et al. 2008), or in the context
of the adaptive immune responses (Perley et al. 2014). Since most of the B cell
and T cell receptors discussed previously can initiate intracellular signalling by
the activation of protein tyrosine kinases (Murphy 2012), some of these models
also investigate signalling through T cell receptors (Perley et al. 2014).
Inregard to innate immunity, one of the most investigated signalling pathway is the
NF-«B, which controls the regulation of genes involved in immune and inflamma-
tory responses (Bonizzi and Karin 2004). There are actually two such pathways:
a classical activated pathway mostly involved in innate immunity and an alterna-
tive activated pathway involved in adaptive immunity (Bonizzi and Karin 2004).
The classical pathway (which is activated in monocytes, macrophages and other
innate cells by specific pathogen-associated molecular patterns) is triggered by
ligand binding to tumour necrosis factor type 1/2 receptors (TNFR1/2), T cell
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receptors, B cell receptors or the Toll-like receptors and leads to a persistence
of inflammatory responses and promotion of cell survival (Nishikori 2005). The
alternative pathway is activated by B cell activating factor belonging to the TNF
family, Toll-like receptors or CD40 ligand and seems to be important in develop-
ment and maintenance of secondary lymphoid organs (Bonizzi and Karin 2004).
The majority of mathematical models developed to investigate the NF-x B path-
way focused only on the classical pathway (Cheong et al. 2008; Basak et al.
2012; Williams et al. 2014; Yilmaz et al. 2014; Tay et al. 2010). These models
studied different aspects of the pathway: from a minimal model of 3 coupled
ODEs derived to understand oscillations in the nuclear-cytoplasmic translocation
of the NF-« B transcription factor (Krishna et al. 2006), to more complex models
derived to understand the feedback between components of the pathways such as
IkBa, IkBB and IkBe with the help of 24 ODEs describing the time evolution
of molecular species of this pathway and one PDE for the diffusion of TNF-«
molecules (Cheong et al. 2006). This later study showed that NF-«B is sensitive
to a wide range of TNF-« concentrations. The model in Cheong et al. (2006) was
later generalised in Tay et al. (2010) to include stochastic effects, and compari-
son with high throughput quantitative data revealed that not all cells responded
to TNF-«. Other ODE models have been derived to exemplify parameter fitting
methods and sensitivity analysis for parameters describing the rates cell signalling
pathways (Fujarewicz et al. 2007), or to exemplify the use of bifurcation theory
to obtain a better understanding of the system’s response to TNF-« (Wang et al.
2012). In addition to these ODE models, there are other models that investigate
the dynamics of the molecules, receptors and genes in the NF-xB pathway using
an agent-based approach (Pogson et al. 2006). For a recent review of these NF-«B
models, see Williams et al. (2014).

It should be mentioned that there are many more mathematical models that
focus on other signalling pathways. For example, a few models were derived
to help understanding lipopolysaccharide (LPS) signalling via Toll-like receptor
4 (TLR4) in macrophages during inflammation and sepsis (Riviere et al. 2009;
An 2008). Some of these models were described by ODEs (Riviere et al. 2009),
while other models considered an agent-based approach (An 2008). For a more
detailed review of models for signalling pathways activated during inflammation,
see Vodovotz et al. (2008). Also in the context of innate immunity we mention the
existence of models for signalling pathways activated following infections with
different pathogens [e.g., Francisella tularensis (Leander et al. 2012)], models for
signalling pathways (e.g., PI3K) that control migration and polarisation of neu-
trophils (Onsum and Rao 2007), models that try to elucidate the pathways involved
in the crosstalk between various cytokines that regulate immune responses, such as
IFN-y and IL-6 (Qi et al. 2013), models for gene regulatory networks that control
genetic switching between cell fates, such as the GATA genes in hematopoietic
stem cells (Tian and Smith-Miles 2014), or models for the regulation of signalling
pathways in innate immune cells following viral infections (Tan et al. 2012) and
the optimal control of the innate response (Tan and Zou 2015).

However, not all models in the literature focus on intracellular signalling pathways
in the context of healthy immune cells. For example, there are a range of ODE
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models that investigate various pathways involved in metabolism and disease:
from glutathione metabolism (Reed et al. 2008), to folate-mediated one-carbon
metabolism (Reed et al. 2006), arsenic metabolism (Lawley et al. 2014), or glu-
cose metabolism (Chew et al. 2009). For a review of these metabolic models see
(Nijhout et al. 2015). We emphasise that the recent focus of experimental research
on the metabolic regulation of the immune response (Ganeshan and Chawla 2014)
will see the adaptation of these mathematical models to the reality of metabolic
pathways inside immune cells.

The majority of models discussed in the previous paragraphs are described by
relatively low numbers of equations. However, there are models that try to incorporate
all components of the signalling networks, thus being described by hundreds and even
thousands of equations (Danos et al. 2007). These complex models are investigated
numerically with the help of software such as BioNetGen, COPASI, Kappa or NFsim—
the last one generalising an agent-based kinetic Monte—Carlo method (Faeder et al.
2009; Sekar and Faeder 2012; Danos et al. 2007; Sneddon et al. 2011; Té6th et al. 2015;
Hoops et al. 2006).

Next, we will discuss in more detail one such complex model, which can offer
mainly a theoretical understanding of the system. In addition, we also present a (slightly
simpler) model which was validated against some experimental data and further used
to make predictions (in the absence of experimental understanding) regarding the
synergy between the two components of a signalling pathway and its effect on immune
response to infection.

— An example of a complex ODE model investigated with the help of BioNetGen
was introduced in Barua et al. (2012) to describe the signalling pathways activated
by the binding of BRC to antigens. The rule-based model, which incorporated
six signalling proteins (BCR, Lyn, Fyn, Csk, PAGI and Syk) and was described
by 1122 equations, was investigated using bifurcation analysis to show bistability
dynamics of the Lyn tyrosine kinase involved in early BCR signalling events.
The bifurcation parameter was the strength of antigen signal. To ensure that the
bifurcation persists when varying the 25 parameters considered essential for model
dynamics, the authors also performed a sensitivity analysis. The results of the
model seemed consistent with known effects of Lyn and Fyn deletion on BCR
signalling: Lyn deletion caused a delayed and enhanced activation of Syk, while
Fyn deletion caused impaired Syk activation (Barua et al. 2012). It should be noted
that, in general, very large models are not easily investigated in terms of bifurcation
analysis. Moreover, we emphasise that despite that it has become easier to model
very large signal transduction networks, we are still not close to a mechanistic
understanding of the effects of various components of the networks on the final
outcome. To this end, it is necessary to look for reduced models within the larger
network (e.g., network motifs) and to try to understand these reduced models
first (Prasad 2012).

— Despite evidence (provided by various experimental data on the CR3/TLR2
crosstalk during F. tularensis infection) confirming that Lyn kinase and PI3K are
essential components of the CR3 pathway that influence TLR2, detailed infor-
mation about the components responsible for upstream signalling is not available
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experimentally. To test some hypotheses regarding the components of the CR3
pathway responsible for the inhibition of ERK activity, Leander et al. (2012)
developed a mathematical model of Complement Receptor 3 (CR3) and Toll-like
Receptor 2 (TLR2) signalling in response to the intracellular pathogen F. tularen-
sis. The authors first showed that the mathematical model (described by ODEs)
was consistent with experimental results in Dai et al. (2011) for the concentra-
tions of various signalling molecules. With the help of numerical simulations, the
authors predicted that the Akt and Ras-GAP components of the pathway played an
important role in ERK inhibition. Uncertainty and sensitivity analysis (via Latin
hypercube sampling) was performed to assess how uncertainty in model parameters
(the majority of which being taken from the published literature) affected model
consistency with experimental data. The authors concluded that the model was
consistent with experimental data over a wide range of parameter values (Lean-
der et al. 2012). This analysis also allowed the authors to identify those molecules
(incorporated into the model equations) which seemed to be important for the CR3-
mediated inhibition of the ERK component of the pathway: the over-expression
of TLR2 or Ras, or reduced expression of Ras-GAP.

Finally, we remark that the majority of mathematical models studying molecular-
level processes are described by non-spatial ODEs. While the use of these equations
renders the investigated problem more tractable and the model more easy to inves-
tigate, it may not capture all biological phenomena. For example, Chaplain et al.
(2015) showed that, while a 2-equation ODE model of the Hesl1 transcription factor
cannot exhibit the experimentally observed oscillations in both mRNA and protein
concentration levels, a spatially-explicit PDE version of the model can account for
these oscillations (via the Hopf bifurcation it exhibits). Therefore, more research is
necessary to discern between the types of mathematical models that can be applied to
model specific biological phenomena.

3 Models for Cellular-Scale Immune Dynamics

To overview the mathematical models derived to describe cell-level immune dynam-
ics, we will present separately some models that investigate (i) only innate immune
responses, (ii") only adaptive immune responses, and (iii") immune responses involv-
ing Dendritic Cells (DCs), which act as a bridge between the innate and adaptive
immunity. We will also briefly summarise some models that investigate the interplay
between innate and adaptive immune responses (without the explicit incorporation of
antigen-presenting cells). For this cellular-scale dynamics, in addition to the models
describing direct cell—cell interactions, we will also focus on models describing the
interactions between cells and cytokines, antigens and viruses (since, despite the mole-
cular action of antigens/cytokines/viruses, the majority of mathematical models treat
them as object similar to cells, where the interactions are averaged). We emphasise
here that in contrast to the models discussed in Sect. 2, the models for cellular-scale
dynamics are described by fewer equations. This allows for a more detailed mathe-
matical investigation of the models, as will be discussed at the end of this section.
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(i") Models for cell-level dynamics during innate response The dynamics of the

innate immune response has been investigated with the help of mathematical
models, for example, in the context of bacterial infections alone (Malka et al.
2010; Smith et al. 2011; Mochan et al. 2014; Zaitseva et al. 2014; Gillard et al.
2014; Day et al. 2011), viral infections alone (Saenz et al. 2010; Canini and
Carrat 2011), viral and bacterial infections (Smith et al. 2013), chronic wound
inflammation (Nagaraja et al. 2014) or more general inflammation (Dunster
et al. 2014), and immune responses to cancer (Webb et al. 2007; Knutsdottir
et al. 2014). These mathematical models range from simple deterministic ODEs
(Day et al. 2011; Canini and Carrat 2011) and PDEs (Knutsdéttir et al. 2014;
Webb et al. 2007), to stochastic models (Gillard et al. 2014).
Some of these mathematical models have been validated quantitatively and qual-
itatively against available data and then investigated numerically. Other studies
on the innate immune response combined numerical and analytical tools to obtain
a deeper understanding of the nonlinear dynamics of the models. Next, we will
discuss in more detail two such complementary approaches to model and inves-
tigate innate immune responses.

— Mochan et al. (2014) introduced an ODE model that described the interplay
between the populations of S. pneumoniae in the lungs and blood, the concen-
tration of phagocytes (neutrophils) and a variable that described the damage
to the epithelium, with the purpose of providing some insight into why dif-
ferent murine strains elicit different immune responses when challenged with
the same bacterial load. The authors designated four model parameters to be
“strain-dependent” (i.e., varied between mouse strains), and fitted their model
to literature-available experimental data corresponding to 4 different mouse
strains (CBA/Ca, MF1, BALB/c and C57BL/6) infected with the pneumo-
coccal bacteria. It should be stressed that the four experimental studies used
to estimate the parameters of this model, all had different setups and differ-
ent levels of bacterial load (thus different data available for comparison: all
4 experimental studies had data on lung pathogen levels, while 3 experimen-
tal studies had also data on blood pathogen levels and activated phagocytes).
Moreover, the authors used some data sets (with lower bacterial load) to obtain
a set of parameter values and then validated the models against secondary
data sets (with higher bacterial load). Uncertainty analysis was used to show
the distribution of both strain-independent and strain-dependent parameters
(within defined parameter ranges estimated from the literature), and the prin-
cipal component analysis was used to identify the most sensitive directions in
the parameter space. The principal component analysis results showed that the
CBA/Ca mice were most sensitive to the activation rate of neutrophils and to
the non-specific clearance rate, the MF1 mice were most sensitive to the non-
specific immunity and to the activation rate of neutrophils, BALB/c mice were
most sensitive to the blood pathogen phagocytosis rate and to the non-specific
immunity, and the C57BL/6 mice were most sensitive to the lung pathogen
phagocytosis and the neutrophils activation rate. The numerical simulations
also showed higher influx rates of neutrophils for the C57BL/6 and MF1 mice,
and lower influx rates for CBA/Ca mice. Since experimental studies suggested
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that infection resistant mice (BALB/c and C57B/6) have a higher influx of
neutrophils compared to mice that do not survive the infection (CBA/Ca and
MF1), this results raises a few questions regarding the activation status of the
phagocytes, or the potential role of other immune cells (e.g., macrophages) on
the outcome of the infection and the survival of mice.

— Malkaetal. (2010) derived a 1-equation model for the time-changes in the con-
centration of some generic bacteria, with nonlinear terms describing growth
towards a maximum capacity and death in the presence of neutrophils. The
authors created bifurcation diagrams to show that for particular parameter val-
ues, the model exhibited either (i) one equilibrium point for the concentration
of bacteria (which was inversely proportional to the neutrophil concentration);
or (ii) bistability between 2 different levels of bacterial concentration (and for
relatively large values of neutrophils). The authors discussed their results in the
context of experimental support for bistability phenomena, and in the context
of some contradictory results in clinical studies (which might be explained
by the existence of this bistability phenomenon). Since the conclusions of
the model depended on four assumptions incorporated into the equation for
bacterial dynamics (assumptions which might be difficult to test in vivo), the
authors also discussed in detail the limitations of their model. The study con-
cluded with the authors emphasising that this simple model, which exhibits
bistability behaviour, can be used as a building block in the derivation of other
phenomenological, more complex models.

(ii") Models for cell-level dynamics during adaptive response A large variety of
mathematical studies focused on addressing basic questions about T lympho-
cyte dynamics: from quantifying T cells turnover (Bains et al. 2009; Boer and
Perelson 2013) and T cell movement (Beauchemin et al. 2007; Beltman et al.
2009), to quantifying B cell turnover (Hawkins et al. 2007; Callard and Hodgkin
2007), quantifying differentiation patterns of T cells (Gerlach et al. 2013), quan-
tifying asymmetric lineage development in the CD4/CD8 T cell ratio (Sinclair
et al. 2013), quantifying cell killing by cytotoxic T lymphocytes (Ganusov and
Boer 2008; Gadhamsetty et al. 2015), or maintenance of naive T cell popula-
tion (Braber et al. 2012; Hapuarachchi et al. 2013). Other mathematical studies
investigated analytically and/or numerically the immune response (i.e., T cells
and/or B cells) to different bacterial (Ankomah and Levin 2014; Reynolds et al.
2013) and viral infections (Lee et al. 2009; Miao et al. 2010; Huynh and Adler
2012; Luo et al. 2012; Macnamara and Eftimie 2015; Crauste et al. 2015) includ-
ing autoimmune responses (Blyuss and Nicholson 2012) and immunodeficient
responses (Figge 2009), the dynamics between different types of CD4™ T cells
during allergy (Gross et al. 2011) or during the immune response to cancer
(Eftimie et al. 2010b, a; Kronik et al. 2008), or investigate the generation of
memory cells and the passive attrition phenomenon (Davis and Adler 2013).
Moreover, recent mathematical models have started investigating the differenti-
ation of memory and effector T cells following antigen stimulation (Macnamara
and Eftimie 2015; Crauste et al. 2015; Gong et al. 2014). Other models focus
on investigating the regulation of the T cell responses (Kim et al. 2007, 2009;
Saeki and Iwasa 2010; Garcia-Martinez and Leén 2010). The majority of these
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models consider explicit dynamics of the immune response. However, there are
also a few models that describe the evolution of different infections and consider
the implicit effect of the host adaptive immune response [see, for example, the
first model in Luo et al. (2012)].
We emphasise that the models used to quantify cell kinetics are usually described
by simple ODEs, which can be fitted easily to experimental data (thus avoiding
the overfitting problems generated by too many parameters). There are also more
complex models for cell-level dynamics, which are mainly used for the theoreti-
cal investigation of various aspects of the immune response. These models range
from classical ODEs [see, for example, Huynh and Adler (2012), Reynolds et al.
(2013), Macnamara and Eftimie (2015) and the references therein] and DDEs
[to account for the time delay between viral infection and immune response
(Lee et al. 2009), or for the time delay between initial CD8™ T cell stimulation
and full activation (Kim et al. 2007)], to probabilistic models to describe, for
example, different probabilities of cell proliferation and death, as in Davis and
Adler (2013).

Next, we discuss in more details to studies: one quantitative study aimed at inter-
preting labelling data on lymphocyte kinetics, which emphasised the difficulties
of interpreting the results and one theoretical study aimed at investigating, only at
theoretical level, three hypotheses regarding the factors that affect the dynamics
of viral infections that might lead to infectious mononucleosis in young people.
— Choo and Murali-Krishna (2010) combined a simple stochastic model for cell
division with murine experiments, to investigate the proliferation and main-
tenance of memory CD8 T cell population following LCMV infection. With
the help of the mathematical model (which calculated the mean number of
divisions and variance in the number of divisions of memory CD8 T cells
from CFSE data), the authors determined that the proliferation was homoge-
neous and stochastic, with a small fraction of cells completing division at any
given time within an averaged interval of 50 days (this corresponds to a rate of
0.02 divisions/day). Comparison of the memory cells for different epitopes of
LMYV leads to the conclusion that all memory cells exhibit similar homeosta-
tic turnover characterised by a slow, continuous recruitment into cell division
(irrespective of cell specificity and mouse strain) (Choo and Murali-Krishna
2010). Moreover, the authors showed that the homeostatic proliferation of
CDS T cells was independent of CD4 T cell help (the cells being recruited into
division in a stochastic manner). The stochastic nature of the turnover in the
memory CD8 T cell population was validated by showing that the numbers of
divisions follow a Poisson distribution (as predicted by the stochastic model).
While more and more modes are being derived to quantify various aspects of
cell kinetics, the interpretation of the results of these simple models is still
a difficult aspect, since the results could depend on the assumptions incor-
porated into the models, or on the methods/techniques used to obtain them,
e.g., the short or long duration of the cell labelling period, deuterium vs. BrdU
labelling (Boer and Perelson 2013). The results of these quantitative models
have significant consequences on other models for immune responses that use
the parameters quantified here. For example, it has been shown that the lifes-
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pan of naive T cells differs by a factor of fifty between mice and men, while
the lifespan of memory T cells differs by a factor of twenty between mice
and men (Boer and Perelson 2013). Therefore, to have any predictive value,
the mathematical models that use quantified parameters should make it clear
whether they use mice or human data, whether their parameters are fitted to
CD4% or CD8™ T cells (with the CD4™1 T cells having a higher turnover),
whether the immune data corresponds to acute or chronic immune responses,
etc. (Boer and Perelson 2013).

— Huynh and Adler (2012) derived a system of 12 ODE equations for the regu-
lation of Epstein—Barr virus (EBV) infection within a host and the impact on
time-dynamics of infectious mononucleosis (IM) in young people. The model
was then used to theoretically investigate three hypotheses explaining the high
incidence on IM in young adults: increase in saliva and antibodies with age,
high cross-reactive T cell responses which vary with age, high initial viral
loads (Huynh and Adler 2012). Steady-state and stability analysis (which lead
to the calculation of a basic reproductive ratio for viral infection) first identi-
fied combinations of parameter values that ensured persistent EBV infections.
Then, numerical simulations (which showed the effect of changes in various
model parameters on two key measurements of IM: the total number of T cells
and the lytic T cell ratio at the peak of the infection) were performed to test the
three hypotheses and revealed that the first two hypotheses are supported by
the model. The authors concluded that their study highlighted a need for fur-
ther experimental investigation on the constituents of the saliva that influence
infection of B cells and epithelial cells, to help identify thresholds in antibody
levels that affect the evolution of the infection.

(iii") Models for Dendritic Cell (DC) dynamics Dendritic cells are a heterogeneous
population of antigen-presenting cells, which receive signals from the environ-
ment and, based on these signals, can initiate an appropriate adaptive immune
response (by migrating to the draining lymphoid tissues and activating the T
cells) (Hugues 2010). Thus, the DCs are a key piece in the innate-to-adaptive
immune response. The majority of mathematical models in the literature have
been derived to investigate qualitatively and quantitatively various aspects of
the interactions between DCs and T cells. The models derived in the past 10
years range from ODE-type equations that focus only on the temporal inter-
actions between DCs and T cells (DePillis et al. 2013; Wares et al. 2015), to
delay differential equations (DDEs) that incorporate delays between the DC-T
cell contact time and the expansion of T cells (Castillo-Montiel et al. 2015), or
agent-based models that consider the spatial structure of the lymph nodes (LN)
where the DC-T cell interactions take place (Bogle and Dunbar 2008, 2010).
Note that the ODESs can incorporate the spatial aspect of DC trafficking by consid-
ering multiple compartments; see the spleen, blood and tumour compartments in
DePillis et al. (2013). Other mathematical and computational models described
the probabilistic interactions between the antigen-presenting cells and regulatory
and effector CD4™ T cells inside the LN, in the context of immunity as well as
autoimmunity and immunological self-tolerance (Figueroa-Morales et al. 2012;
Celli et al. 2012). Some of these models combine computational/mathematical
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approaches with experimental approaches that involve, for example, flow cytom-
etry and intravital photon imaging, with the purpose of quantifying the number
of T cells and DCs to further address questions about their dynamics (e.g., num-
ber of DCs required to initiate T cell responses) (Moreau et al. 2016; Celli et al.
2012). Next, we will discuss in more detail the outcomes of such a model.

— Celli et al. (2012) developed a computation model describing the encounters
between T cells and DCs in the lymph node (with the T cells performing a
3D Brownian motion, and the DCs being immotile and randomly distributed).
With the help of this computational model and an experimental study that
measured the efficacy of T cell activation by DCs in vivo, the authors estimated
the probability for a T cell to interact with a DC, given a certain number of
DCs present in the lymph node. They concluded that fewer than 100 antigen-
bearing DCs could be sufficient to initiate a T cell response in a lymph node,
when starting from a T cell precursor frequency of 107, While there are
experimental studies which showed a reduced number of DCs in the lymph
node that triggered an immune response (Verdijk et al. 2009), there are no
experimental studies yet that could test the quantitative prediction made in
Celli et al. (2012).

— DePillis et al. (2013) developed a mathematical model (described by 8 ODEs
and DDEs) for the interactions between DCs, cytotoxic T lymphocytes and
tumour cells. Some of the model parameters were chosen form the published
literature, while the remaining parameters were fitted to experimental data from
Lee et al. (2007). Then, the authors used this model to explore hypothetical
treatment variations: intratumoral DC injections vs. intravenous DC injec-
tion; modifying dose timing; the effect of prophylactic vaccines (i.e., vaccine
administered prior to tumour challenge). Some of the simulation results (e.g.,
tumour dynamics following a prophylactic vaccine) showed qualitative agree-
ment with experimental data in. Overall, this approach shows the potential of
using modelling to investigate the possible outcomes of various hypothetical
scenarios, to gain more understanding on the .

Finally, we emphasise that there are many more mathematical models that inves-
tigate the cell-level dynamics of the interactions between the innate and adaptive
immune responses following pathogen stimulation, following trauma, or following
the injection of cancer cells [see, for example, Vodovotz et al. (2006), Mallet and
Pillis (2006), Hancioglu et al. (2007), Marino et al. (2010), Eftimie et al. (2010b),
Ankomah and Levin (2014), Cao et al. (2015), Pappalardo et al. (2011) and the refer-
ences therein]. Other models investigate the interactions between the innate/adaptive
immune responses and the pharmacokinetics and pharmacodynamics of specific drugs
(Ankomah and Levin 2014). The complex interactions between the innate and adap-
tive immunity leads to difficulties in parametrising appropriately the models. Next,
we will discuss in more detail two models (an experimentally validated model and a
theoretical model) that investigate in an integrated manner the innate/adaptive immune
responses, to provide some mechanistic understanding of some of the experimentally
observed complex immune dynamics.
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— Miao et al. (2010) combined modelling approaches with experimental data to
quantify the innate and adaptive immune responses to primary influenza A virus
infection (for which we lack a detailed and quantitative understanding). To this end,
the authors developed a mathematical model to describe the dynamics between the
target epithelial cells, influenza virus, cytotoxic T lymphocytes and virus-specific
IgG and IgM antibodies. Because of the complexity of the model (described by
15 equations and 48 parameters), many of the parameters could not be measured
directly from the data. To address this issue, the authors have split the model into
smaller submodels with parameters that can be estimated from experimental data:
a model for the initial innate phase and a model for the later adaptive phase. Both
models were fitted to experimental data on mice infection with the H3N2 influenza
virus A/X31 strain: the first model was used to fit viral titer data between days
0-5, while the second model was used to fit viral titer data between days 5-14,
and data on T cell counts and antibody concentrations for the whole period of
the experiment. However, before fitting models to the data, the authors performed
structural identifiability analyses (Miao et al. 2011) to check whether all parameter
values can be uniquely determined from the model and the data and confirmed
that this is the case with the exception of one parameter (which, if arbitrarily
fixed, will not change the estimated values of all other parameters). For the time
period dominated by innate immune response, the authors estimated the half-life
of infected epithelial cells to be ~1.2 days and the half-life of free infectious
influenza virus to be &4 h. For the time period dominated by the adaptive immune
response, the authors estimated the half-life of infected epithelial cells to be ~0.5
days and the half-life of free infectious virus to be ~1.8 min. The results confirmed
that the cytotoxic lymphocytes were crucial in limiting the infected cells, while
the antibodies regulated the levels of free virus particles. The authors concluded
that this validated model could be further used to predict other aspects of influenza
immunity (e.g., the generation of memory CD8™ T cells).

— In the context of cancer immunotherapies, Eftimie et al. (2010b) used a math-
ematical approach to propose a mechanistic explanation behind a surprising
experimental observation regarding the anti-tumour effects of CD4" Th2 and
Th1 cells: in Mattes et al. (2003) it was experimentally shown that the Th2 cells
could reject the B16F10 melanoma in mice, while the Th1 cells could only inhibit
tumour growth for a short period of time (which was in contrast to the gener-
ally accepted idea that the Thl cells are the ones eliminating tumours). To this
end, the authors developed two ODE models for the interactions between the B16
melanoma cancer cells and the innate and adoptive immune responses described by
neutrophils/eosinophils, Th1/Th2 CD4™ T cells and cytokines (type-I or type-II,
tumour-suppressing and tumour-promoting). The two models (for tumour-Th1-
neutrophils interactions via cytokines and tumour-Th2-eosinophils interactions
via cytokines) differed in the production rates of cytokines, and in the functions
describing the apoptosis of neutrophils and eosinophils, and apoptosis of Th1 and
Th2 cells, as controlled by various cytokines. While many of the parameter values
were obtained from the published mathematical literature, there were some para-
meters (e.g., cytokines half lives) which were estimated based on experimental
studies and following discussions with immunologists. To clarify the effect that
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these parameters had on the model outcomes, the authors performed sensitivity
analysis (Eftimie et al. 2010b). The results of the models confirmed the experimen-
tal observations that the Th2 cells can eliminate the tumour cells in the presence of
eosinophils, while the Th1 cells can only reduce for some time the tumour size—but
they cannot eliminate the tumour. The suggested biological mechanisms behind
this particular tumour-immune outcome was that the rate of tumour killing by
eosinophils through degranulation had a more pronounced effect than the rate of
tumour killing by tumour-suppressing cytokines (e.g., TNF-¢, IFN-y).

Since many models for cell-level dynamics are described by relatively few equa-
tions, it is easier to investigate them using analytical tools (in addition to the numerical
simulations). For example, the complex dynamics between some of the components
of the adaptive and/or innate immune responses, or between immune cells and tumour
cells, has been investigated with the help of stability and bifurcation theory; see for
example Webb et al. (2007), Liu et al. (2009) and Forys (2009). These analytical tech-
niques helped address questions regarding the existence of particular types of states
(e.g., periodic solutions that arise via Hopf bifurcations), or questions regarding the
possible immunological mechanisms behind the transitions between various states.

4 Models for Tissue-Scale Immune Dynamics

In addition to immunological processes that occur inside cells (at molecular level)
and between immune cells (at cellular level), there are also immunological processes
that occur at tissue level where cells assemble themselves into multicellular struc-
tures. Since these tissue-level processes involve interactions between cells, there is
sometimes a very fine line between cell-level and tissue-level models (see also Fig. 3).
The mathematical models for tissue-level processes are mainly described by PDEs,
agent-based or cellular automata models, or hybrid models that combine both PDEs
and agent-based approaches—to incorporate the spatial effects of the immune cells
on the tissues [see, for example, Su et al. (2009), Sun et al. (2009), Kim and Othmer
(2013), Kim and Othmer (2015)]. Nevertheless, there are also a few ODE models that
investigate tissue-level processes by ignoring the spatial aspects of these processes
and measuring the accumulation of immune cells in the tissues (which can sometimes
lead to tissue damage and organ failure, as emphasised by Shi et al. (2015) in a model
for immune response to Salmonella infections).

The most common immunological aspects that have been investigated at tissue level
are: wound healing (Sun et al. 2009; Cumming et al. 2010; Sun et al. 2009; Adra et al.
2010), tumour-immune dynamics (Su et al. 2009; Kim and Othmer 2015, 2013), the
formation of granulomas (Su et al. 2009; Clifone et al. 2013; Fallahi-Sichani et al.
2012), or the formation of micro-abscesses following bacterial infection (Pigozzo et al.
2012). Next we discuss in more detail two mathematical models that emphasise the lack
of data (at tissue level) to parametrise models, and the potential use of mathematical
techniques (e.g., asymptotic analysis) to gain a deeper understanding of the transitions
between different regimes in the dynamics of a biological system.

— As an example of a mathematical model derived to understand a particular aspect
of the tissue-level immune response (in the absence of experimental results), we

@ Springer



Mathematical Models for Immunology: Current State of the Art. . . 2111

mention the study by Clifone et al. (2013), which used a hybrid model that com-
bined an agent-based approach for the stochastic behaviour of macrophages and
T cells in the lung, with ODEs for the dynamics of the cytokines that control the
infection (IFN-y, TNF-«) and those that activate the macrophages (IL-10), and
PDE:s for the dynamics of chemokines, to investigate the multiscale effects of the
cytokines on the formation of granulomas (at the tissue scale) during M. tuber-
culosis infection. The authors first identified a baseline set of parameters which
control M. tuberculosis infection to levels that were similar to the infection levels
observed in various human and non-human primates (some parameters were taken
from the published literature, while others were estimated using uncertainty and
sensitivity analysis, to match the observed qualitative behaviours). The model was
further validated by performing virtual deletion experiments for TNF-«, IFN-y,
and IL-10, and the results—which showed that TNF-« and IFN-y were unable to
control disease progression due to a lack of activated macrophages and bacterici-
dal activity, while IL-10 was necessary to control infection—were consistent with
previously published experimental data. Then, using sensitivity analysis on the
molecular-level parameters related to TNF-« and IL-10 (which, for each cytokine,
were grouped in 3 classes: parameters that influenced cytokine synthesis, those that
influenced binding and signalling, and those that influenced spatial localisation of
cytokines), allowed the authors to confirm that both TNF-« and IL-10 were impor-
tant in controlling bacterial load and tissue damage. In particular, they showed that
a balance between TNF-« and IL-10 was necessary to mediate between the control
of M. tuberculosis infection and the prevention of host-induced tissue damage, thus
defining the granuloma environment. Further computational studies have focused
on macrophages polarisation (towards an M1 or M2 phenotype)—as a metric for
cytokine signalling—during the progression of M. tuberculosis infection (Marino
et al. 2015), on the role of IL-10 on lesion sterilisation (Cilfone et al. 2015), or
on the designing of various treatments for M. tuberculosis infection (Linderman
et al. 2015). All these studies were performed only computationally, due to a lack
of experimental models of human M. fuberculosis infection, and an awareness
that the results of the experimental murine and non-primate models existent in the
literature might not be reflective of human infections.

— In the context of more theoretical approaches, we discuss next a model for wound
healing. While immunity plays an important role in wound healing [with immune
cells secreting signalling molecules such as cytokines, chemokines and growth
factors, during the inflammatory response (Strbo et al. 2014)], many mathematical
models for wound healing treat the immune response in an implicit manner. For
example, Flegg et al. (2012) derived a PDE model for wound healing as controlled
by oxygen concentration, capillary tip density and blood vessel density. Instead of
incorporating explicitly the VEGF dynamics (VEGF=vascular endothelial growth
factor—a chemokine important in the inflammation stage of wound healing), the
authors assumed that oxygen and VEGF profiles are complementary, and migration
up spatial gradients of VEGF would be equivalent to migration down gradients
of oxygen. The model equations were first dimensionalised and then simulated
numerically for different cases where healing was successful or failed. Next, the
authors focused on asymptotic methods to establish conditions under which the
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growth of new blood vessels can be initiated. These conditions were given in terms
of model parameters associated with oxygen supply and oxygen consumption in the
wound (and therefore, these conditions depended implicitly on VEGF dynamics—
although not included in the model). Bifurcation diagrams were created to show
(in a parameter space determined by the oxygen supply and consumption rates),
five distinct healing regimes corresponding to successful healing and unsuccessful
healing (due to either insufficient and excessive oxygen). The authors concluded
their study by comparing the efficacy of different treatments, which were simu-
lated via changes in various model parameters, and the effects of these treatments
on shifting model dynamics between different healing regimes. Overall, this the-
oretical modelling and analysis approach to wound healing lead to a mechanistic
characterisation of the transitions between different healing regimes.

We emphasise that many of the models that describe tissue-level dynamics of
immune cells are actually multiscale models, since processes that occur in the tissue
are the result of molecular and cellular interactions. (We will return to this discussion in
the next section.) Due to the complex nature of these models, it is usually very difficult
to estimate model parameters, especially since in tissue there are mechanical forces
that act among cells and which are never measured and accounted for in these models.
The studies that do parametrise these mathematical models generally use parameter
estimates done in isolation, via single experiments, or use parameters estimated for
different diseases, cell lines and animal models (Flegg et al. 2015). Thus, the results
of these models are mostly qualitative.

5 Models for Multiscale Immune Dynamics

As mentioned in the previous section, many of the mathematical models that describe
tissue-level dynamics of the immune response are multiscale models, since they focus
on the role of molecular-level dynamics—such as changes in the components of various
signalling pathways, or in the number of cell receptors — on controlling the formation
of cellular aggregation structures inside tissues. However, in addition to the models
discussed in the previous section, there are many other models that focus on the macro-
scale dynamics of the immune cells. For example, in a 2007 review on the multiscale
aspect of antigen presentation in immunity, Kirschner et al. (2007) emphasised that
while antigen presentation appears to occur only at molecular and cellular scales, the
outcome can be affected by events that occur at other scales (e.g., by increased/reduced
trafficking of T cells inside the lymph nodes (LN), which might enhance/reduce the
opportunity for antigen presentation by DCs). Since multiscale models are being used
more frequently to explore the interconnected pathways that control immune responses
across different scales (Kidd et al. 2014), in this section we expand the discussion on
multiscale models started in Sect. 4, by also including multiscale models that focus
on the formation of spatial aggregation structures inside tissues. For a more in-depth
review of multiscale modelling in immunology—but with a focus on immunologi-
cal processes that take place at macroscopic level, which includes both tissue-level
models and multicompartment models that describe the movement of cells between
organs/tissues/compartments—see Cappuccio et al. (2015).
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The majority of multiscale mathematical models in immunology have been devel-
oped to investigate phenomena that occur at molecular scale but influence the cell-level
dynamics (e.g., cell proliferation, death, cell size, etc.). For example, models have been
developed to study the maturation of CD8 T cells in the lymph node as a result of the
molecular profile of these cells (as described by TCR and caspase activation, IL-2
production and activation of IL2 receptor, and Tbet protein levels) (Prokopiou et al.
2014); to study the inflammatory response associated with burn injuries (as described
by the release of TNF cytokine due to the burn injury, the activation of NF-xB path-
way, which triggers early, intermediate and late immune responses associated with
increased expression of cytokines) (Yang et al. 2011); to study the regulation of NFx B
signals in the context of macrophage response to M. tuberculosis (Fallahi-Sichani
et al. 2012); to investigate the movement and activation of immune cells in response
to receptor levels and antigen levels (Zheng et al. 2008; Malkin et al. 2015); to study
how the balance between IL-10 and TNF-« (and the binding and trafficking of their
receptors) influences the formation of granuloma (comprising macrophages and T
cells) following M. tuberculosis infections (Linderman et al. 2015); or to study the
interactions between metabolism (as determined by levels of glucose and insulin pro-
duced by S-cells) and the autoimmune response (caused by macrophages) that lead to
the loss of pancreatic 8-cells (Marino et al. 2010).

Another class of multiscale models focused on connecting within-host immuno-
logical processes following viral infections to between-host epidemiological models
for the spread of the infection throughout a population, thus aiming to understand the
effect of population immunity on epidemiological patterns (Feng et al. 2012, 2013;
Numfor et al. 2014).

Finally, a completely different class of multiscale models is represented by the
kinetic models for active particles (Bellomo and Delitala 2008; Bellomo and Forni
2008; Bianca 2011; Bellouquid et al. 2013; Bianca and Delitala 2011; Kolev et al.
2013; Bellouquid 2014). These models (given by integro-differential equations or
partial integro-differential equations) describe the time evolution of heterogeneous
populations of cells that have a certain microscopic state (continuous or discrete),
which can represent, for example, the degree of activation of a cell, or the degree
of cell functionality. In the context of immunology, they have been used mainly to
investigate tumour-immune interactions that involve different types of immune cells,
as well as mutated (cancer) cells (Bellomo and Forni 2008; Bellouquid et al. 2013;
Bianca and Delitala 2011; Bellouquid 2014). However, more recent models have been
used to study cytotoxic T lymphocytes (CTL) differentiation (Kolev et al. 2012, 2013)
or wound healing (Bianca and Riposo 2015). The complexity of these models makes
it difficult to quantify them by fitting the model parameters to the data (since at this
moment it is difficult to quantify, for example, the flux/death/proliferation of cells that
belong to a subpopulation i and have an activity state j). Moreover, the complexity of
these models does not allow for intensive numerical simulations to investigate large
regions of the parameter space. Nevertheless, these kinetic models could be suitable
to describe qualitatively the type of experimental data that cannot be quantified at this
moment (e.g, data obtained via immunoblotting techniques)—although, to our knowl-
edge, this has not been done yet mainly due to the lack of immunological knowledge
of researchers who develop these kinetic models.
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Next we discuss in detail two studies of multiscale dynamics for immune responses:
one study that combined modelling approaches with experimental approaches to pro-
pose a mechanistic framework for the decision of T cells to make extended contacts
with DCs and one theoretical study that investigated the link between HIV transmis-
sion in a population and the immunity level in a host, and showed how optimal control
theory can be used as a tool to reduce the infection at the level of individuals and at
the level of population.

— Zheng et al. (2008) used a stochastic model for the spatial aspects of DC-T cell
interactions, to understand the behaviour of T cells in the lymphoid tissue in
response to the level of pMHC expression. The cells (T cells, DCs that bear pMHC
ligands, and DCs that do not bear these pMHC molecules) moved on a lattice
representing the lymph nodes, and the movement was described by a Monte—
Carlo algorithm. To keep the model relatively simple, the authors did not link their
model to an explicit model for signalling pathways, but modelled implicitly the
relation between T cells movement/stop responses and antigen concentration with
the help of a sigmoidal curve (which described observed TCR-pMHC binding
characteristics). With the help of this model, the authors showed that the decision
of T cells to stop moving (whose probability was incorporated in the model as part
of the Monte—Carlo algorithm) and make stable contacts with DCs, depended on
the concentration of pMHC molecules (in a nonlinear manner), on the stability
of complexes formed between the cognate peptide and MHC proteins, and on the
density of DCs in the lymphoid tissue (in a linear manner). The numerical results
of this study were shown to be qualitatively similar with some experimental studies
performed in parallel (Henrickson et al. 2008). These combined computational and
experimental approaches allowed the authors to propose a mechanistic framework
that connected the decision of T cells to make extended contacts with DCs, with
the level and type of antigens as well as the ability of T cells to detect the antigen.

— In the context of understanding the effect of population immunity on epidemiolog-
ical patterns, Numfor et al. (2014) formulated an immuno-epidemiological model
that linked a within-host model for the dynamics of HIV particles and infected and
non-infected CD4% T cells (described by ODEs), with a between-host model for
the dynamics of infected and susceptible individuals in the population (described
by ODEs and PDEs). The authors first showed the existence of biologically realis-
tic (i.e., positive and bounded) solutions for this mathematical model. Then, they
investigated the local and global stability of the steady states, with the purpose
of gaining a better understanding on the long-term behaviour of the system (as
controlled by various model parameters). Finally, the authors applied optimal con-
trol theory to design intervention strategy for the control of HIV infection based
on controlling both the infection transmission rate (between healthy and infected
CD4™ T cells) and the production rate of HIV virions. The aim was to minimise the
number of infectious individuals, the level of free virus particles, and the toxicity
of drugs that were given to reduce viral transmission and virion production. A large
part of the study was devoted to the rigorous proof of the mathematical machinery
that allows for implementation of an optimal control. Numerical simulations have
compared the dynamics of the system for two cases: in the presence and absence

@ Springer



Mathematical Models for Immunology: Current State of the Art. . . 2115

of drugs that suppress virus transmission and virus production. The drugs lead to
an increase in the number of healthy cells, a reduction in the number of infected
cells at the host-level and a reduction in the number of infectious cases at the level
of the human population.

6 Summary and Further Discussion

Mathematical models can provide a valuable framework to organise in a systematic
manner immunological concepts, to show the range of outcomes of various immuno-
logical hypotheses that cannot be yet tested experimentally, and to generate new
mechanistic hypotheses (based on assumptions made regarding the nonlinear interac-
tions among the various components of the complex systems), hypotheses which can
then be attempted to be tested experimentally. In this review, we aimed to offer a broad
overview of the progress in mathematical immunology over the past 10 years. Due to
the extremely large numbers of mathematical models developed during this time, and
the large variety of immunological aspects investigated by these models, it was impos-
sible to provide a detailed description of all these models and the subjects covered.
Rather, we aimed to emphasise some immunology areas that have been investigated
mathematically, the types of mathematical models developed, and the methods used
to understand the dynamics of these models. In terms of mathematical models, we
remark a shift from simple ODE models to more complex (and sometimes very large)
systems of ODEs, stochastic models that require intensive Monte—Carlo simulations,
and hybrid and multiscale models that combine ODEs with PDEs and agent-based
approaches (Louzoun 2007). However, increased model complexity leads to difficul-
ties in model calibration and model use for quantitative predictions, as well as difficul-
ties to analytically investigate these models. Nevertheless, we need to emphasise that
the last 10 years have also seen a shift from a qualitative investigation of immunological
processes to a more quantitative investigation of these processes. The development of
high-throughput methods to generate new data, as well as the development of immuno-
logical methods to quantify available data [e.g., quantification of antigen molecules
with flow cytometry (Moskalensky et al. 2015), or detection of antigen-specific T
cells (Andersen et al. 2012)] have led to more complex mathematical and computa-
tional models that investigate large numbers of interactions (among cells, antigens,
cytokines) which occur at different spatial and temporal scales. However, due to the
complexity of these new mathematical models they cannot always be fully validated,
and the hypotheses generated with their help still have a large qualitative component.

In spite of the very large number of mathematical models developed over the last
decade, there are still many immunological aspects not investigated with the help of
these models. For example, the recently discovered y § T cells [which can be considered
a component of both innate and adaptive immunity (Meraviglia et al. 2011)] have not
been yet the subject of mathematical modelling and investigation. There are also no
mathematical models to investigate the type of innate immune memory associated
with macrophages (Yoshida et al. 2015), as well as a few other aspects related to
immunological memory [e.g., the role of tissue-resident memory T cells (Mueller and
Mackay 2016), regulatory T cell memory (Rosenblum et al. 2016), or the effect of
antigen load on memory expansion (Kim et al. 2015)]. There are, of course, many
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other research directions in immunology where mathematical models could propose
hypotheses regarding mechanistic understanding of biological phenomena (and we
will mention some of them below, in Sect. 6.3).

For a better understanding of the impact of mathematical models in immunology,
in the following we discuss: (1) the benefits of mathematical immunology to date; (2)
the opportunities to broaden the applicability of some of the models and analytical
methods mentioned in this review; (3) the anticipated trends.

6.1 The Benefits of Mathematical Immunology to Date

Over the last 10 years, various theoretical models have been able to explain exist-
ing experimental observations and to generate new hypotheses regarding different
immunological phenomena. These theoretical models have ranged from models for T
cell receptor signalling and T cell activation (Coombs et al. 2011), to models for T cell
and B cell turnover (Boer and Perelson 2013), and models for the immune response
during specific infections and their associated therapies (Perelson and Guedj 2015;
Canini and Perelson 2014). For example, Canini and Carrat (2011) used a simple
ODE model for the kinetics of human influenza A/HIN1 infections and the anti-viral
innate immune response mediated by cytokines and NK cells. The model was fitted
to individual influenza virus kinetics data obtained from 44 infected volunteers, and
the results of the model predicted that the NK cell activity would peak 4.2 days after
inoculation (the authors specified that they had no prior data on cytokine or cellular
responses, only viral shedding data). Interestingly, an experimental study published
in the following year (Pommerenke et al. 2012) confirmed that the NK cell activity
during influenza infections peaked around day 5. Since the data were only shown for
specific days (e.g., days 3, 5, 8; see Fig. 3 in Pommerenke et al. (2012)) the match
between theoretical predictions and data observations seems reasonable. Overall, the
majority of mathematical models that have influenced immunology research over the
past 10 years were simple models (usually described by ODEs) that could be easily
calibrated to experimental data. Nevertheless, also models more difficult to calibrate
were beneficial to immunology. For example, the various qualitative models for T cell
receptor signalling, such as the kinetic proofreading model that explains pMHC dis-
crimination based on TCR/pMHC bond off-rate (Coombs et al. 2011), have proposed
mechanistic hypotheses to shed light on the complex spatial and non-spatial receptor
dynamics involved in T cell activation and receptor signalling. Due to a lack of data,
these models cannot be confidently parametrised for now (Coombs et al. 2011). Other
types of model that have been beneficial to immunology research, despite a lack of
model calibration in the absence of relevant data, are the complex systems immunol-
ogy models that attempt to simulate very large cell signalling pathways (Perley et al.
2014), or models describing complex nonlinear interactions between large numbers
of immune cells, cytokines and chemokines (Bianca et al. 2012; Pappalardo et al.
2011; Carbo et al. 2013; Halling-Brown et al. 2010), with the purpose of achieving
a global understanding of the possible outcomes of the immune response following
small changes in the components (understanding which is difficult to be obtained
experimentally due to high costs).
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The continuous advances in quantitative experimental techniques (Bandura et al.
2009; Andersen et al. 2012; Newell and Davis 2014), combined with the demand to
interpret ever larger and complex data sets to gain a more mechanistic understanding
of the immunological phenomena, will eventually lead to new investigative (modelling
and analysis) approaches that have better predictive power and will be more readily
accepted by the immunological community when designing new studies. On the other
hand, the development of new mathematical and computational models (e.g., kinetic
multiscale models of active particles) that can use existent data will also help inform the
design of new experiments. It is envisaged that mathematical modelling will become
more and more intertwined with experimental immunology, in an attempt to answer
fundamental questions about how immune system works and evolves over time [thus
following the path taken by theoretical ecology, which now relies on sophisticated
mathematical- and computer-based models in addition to traditional fieldwork (Otto
and Day 2007)].

6.2 Broader Applicability of Some Methods and Models

When thinking about broader applicability of mathematical approaches in immunol-
ogy, there are two aspects that we need to discuss: (i) broader applicability of certain
types of mathematical models and (ii) broader applicability of analytical methods used
to investigate specific models.

(i) Inregard to the broader applicability of some models, we note that complex mul-
tiscale mathematical models (such as kinetic active particle models, or hybrid
models) are less likely to be applied widely across different subfields in math-
ematical immunology. For example, despite the potential of kinetic models for
active particles to simulate interactions between cells that have specific traits (e.g.,
different activation level, different functionality, different markers) (Bellomo and
Forni 2008), these models have been generally ignored by the mathematical
immunology community since they are more difficult to describe (in particu-
lar the integral terms for binary interactions), and more difficult to parametrise.
Moreover, as discussed in Sect. 2, the majority of models employed to describe
molecular-level dynamics are non-spatial. Nevertheless, advances in experimental
techniques have started to reveal the importance of spatial protein dynamics inside
cells or on membrane surfaces. It is possible that by focusing only on non-spatial
models, one can miss some of the dynamics resulting from spatial movement of
proteins, or can incorrectly associate certain non-spatial mechanisms to observed
spatial dynamics. As emphasised in Chaplain et al. (2015), simple spatial mathe-
matical models can sometimes exhibit more complex dynamics compared to their
non-spatial counterparts and thus can propose different biological mechanisms
for the same observed biological pattern [e.g., observed mRNA oscillations in
Chaplain et al. (2015)]. It is therefore expected that the next decade will see a
wider use of spatial models and multiscale models to gain a better understanding
of various immunological phenomena.

(ii) Inregard to the broader applicability of some methods, we emphasise that while
simple non-spatial ODE models can be investigated using a large variety of

@ Springer



2118 R. Eftimie et al.

analytical methods (ranging from stability and bifurcation theory, to optimi-
sation theory) and can be easily parameterised, more complex agent-based or
cellular automata models cannot be investigated as easily due to the lack of spe-
cific mathematical methods. Moreover, the knowledge of researchers deriving
the mathematical models can impact on the types of analytical methods used
to investigate them. For example, while the majority of mathematical models
in immunology have been subjected to some sort of local sensitivity analysis
(where one parameter is varied at a time within a chosen range), only a few
studies focused on global sensitivity analysis using the Latin Hypercube Sam-
pling approach (which allows multiple parameters to be varied simultaneously)
(Kirschner et al. 2007). This approach has been applied to both ODEs and agent-
based models for immune system dynamics (Kirschner et al. 2007). Another
analytical technique that could have broader applicability is the optimal control
theory. This technique has been often applied to models in the context of cancer
immunotherapies and chemotherapies, to determine the optimal time to adminis-
ter the anti-cancer treatment, as well as the optimal dose (Castiglione and Piccoli
2006; Ghaffari and Naserifar 2010; Hamdache et al. 2014; Castiglione and Piccoli
2007; Pillis et al. 2007; Pappalardo et al. 2010; Ledzewicz et al. 2012; Itik et al.
2009). However, despite the potential applications to improve therapeutic proto-
cols for various diseases (e.g., diseases caused by viral and bacterial infections),
optimal control is not commonly applied to other immunology subfields. Among
the few studies that use optimal control theory to improve specific or generic
immune therapies, we mention (Tan and Zou 2015) that focused on controlling
strategies to enhance the innate immune response to viruses, Stengel (2008) that
focused on minimising the HIV viral load and the concentration of infected CD4
T cells, Bayén et al. (2016), Chen et al. (2011) that focused on enhancing various
aspects of the innate immune response against some general pathogen, or Numfor
et al. (2014) that focused on controlling the transmission rate of HIV infection
(between healthy and infected CD4 T cells) and the suppression of HIV virions
production with the help of drugs, in an immuno-epidemiological model.

We emphasise that optimal control approaches combined with experimental
approaches could be used successfully to improve current clinical adaptive
interventions (Nahum-Shani et al. 2012), with the end goal of designing bet-
ter personalised patient treatments. Nevertheless, despite the potential of various
optimal control approaches to be used in immunology (e.g., to improve the opti-
mal design of clinical trials (Villar et al. 2015), while reducing the costs of these
trials), the complexity of mathematical formulation in the context of optimal
control makes it difficult for these models to be understood and used by experi-
mentalists and clinicians. Among the few studies that can be applied to clinical
trials, we only mention a model describing the probability of not rejecting the
null hypothesis, where the optimality of the model (defined in terms of using a
minimum sample size) is being investigated using a simple grid search in the
parameter space (Mander and Thompson 2010). We believe that more complex
optimal control approaches could be used to improve current clinical trials, pro-
vided that the researchers involved in these trials are made aware of the bigger
picture behind the complex mathematical machinery.
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6.3 Anticipated Future Trends

Mathematical immunology is a rapidly evolving field, which continues to follow the
development of experimental immunology and at the same time tries to influence it
by providing qualitative and quantitative assessments of various immune processes.
While the power of modelling and computational approaches in immunology has been
recognised in various review studies published in high-impact journals (Chakraborty
et al. 2003; Goldstein et al. 2004; Morel et al. 2006; Chakraborty and Das 2010), from
an impact point of view the results are still not very encouraging, since these models
did not influence significantly the work of experimental immunologists (Andrew et al.
2007).

Despite the fast expansion of mathematical immunology, there are a set of factors
that have limited its progress. These factors range from unavailable data to be used by
mathematical models, to unavailable models that can interpret existent types of data
(e.g., data resulting from Western blots), or more computation power for the numerical
simulations of complex models [e.g., 3D agent-based models for particle/cell/protein
movement, which sometimes incorporate stochastic rules that require repeated runs
to obtain statistical significance (Thorne et al. 2007)]. The progress of mathematical
immunology was also limited by an overall lack of interactions between experimental-
ists and mathematicians. As remarked 10 years ago in Callard and Yates (2005), there is
confusion within the general immunology community about how mathematical mod-
els can help understand complex nonlinear interactions. Unfortunately, ten years later
this confusion still persist (although at a reduced level). On the other side, mathemati-
cians are not always aware of the most recent developments in various immunology
subfields that can benefit from modelling, or of the “hidden” questions in immunol-
ogy that need an immediate answer to be able to move the subfields forward. Neither
are they always aware of the amount and type of data that could be available. This
lack of awareness might prevent modellers from asking the right questions which, in
turn, creates confusion about the value of modelling. Also, when it comes to using
data to parametrise mathematical models, mathematicians are often confronted with
a multitude of seemingly similar experimental studies which often hold contradictory
results. The variety and interpretation of many immunological observations from in
vitro and in vivo experiments was also acknowledged by Zinkernagel (2005). There-
fore, discussions with experimental immunologists are crucial in this case to decide
which data are most appropriate to use for the validation of the model under consider-
ation. In recognition of this necessary approach, recently there have been suggestions
to change graduate programmes in immunology to incorporate training in quantitative
and computational biology (Spreafico et al. 2015).

It is expected that by removing the limiting factors related to data availability,
as well as by tightly integrating the efforts of immunologists and modellers would
accelerate the progress in mathematical immunology as well as in experimental and
clinical immunology. In particular, this approach will lead to:

(i) the development of new mathematical and computational models (or generali-
sations of older models) to address the questions considered most important by
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the experimentalists, thus providing a faster mechanistic understanding of those
immunological problems;

(ii) the proposal of new hypotheses regarding the emergent properties of complex
immunological systems (Chavali et al. 2008; Krummel 2010);

(iii) the proposal of new, possibly counter-intuitive hypotheses regarding the outcome
of nonlinear and non-local interactions between the components of complex
immune sub-systems (Chakraborty and Das 2010) [the counter-intuitive aspect
of these hypotheses is mainly associated with the limited human brain abil-
ity to understand nonlinearity, which determines our focus primarily on linear
interactions (Singer 2007)];

(iv) the proposal of mechanistic explanations for some un-intuitive experimental
results;

(v) areduction in (but not complete elimination of) the costs of experiments required
to test multiple hypotheses (including a reduction in the use of animals in
research—the 3Rs principles for humane experimentation on animals https://
www.nc3rs.org.uk/the-3rs), which can then allow a re-allocation of some funds
to investigate other research questions;

(vi) the development of mathematical and computational models to help translational
immunology research (one of the major limitations of the progress in human
immunology being the observed differences between some successful experi-
mental results in mice and poor clinical results in humans (Germain 2010);

(vii) the final use of mathematical and computational models in clinical decision
making (e.g., to forecast response to treatment, or to help develop optimal
immunotherapy schemes).

The changes we mentioned previously in the context of progress in mathemati-
cal immunology will be supported by changes in computational and experimental
capabilities. The expected increase in computational power over the next few years
will lead to a rapid development of 2D and 3D simulations of immune response in
tissues and organs—even for large numbers of components of the immune response
(using agent-based, cellular automata, PDE models, or hybrid combinations or these
approaches). Comparison between these in silico simulations and imaging studies of
the immune response [e.g., from lymphocyte activation (Balagopalan et al. 2011), to
tracking immune cells in vivo (Ahrens and Bulte 2013), or phenotyping immune cells
(Mansfield et al. 2015)] will increase the quantitative understanding of spatio-temporal
processes in immunology. The increase in computational power will also allow the
incorporation into the models of extremely large numbers of possible complexes that
can arise in signalling cascades following the multiple ways proteins can be combined
and modified (Goldstein et al. 2004). Finally, possible step changes in the progress of
mathematical immunology will likely be associated with the evolution of experimen-
tal techniques (Schnell et al. 2012; Kobig et al. 2012; Winter et al. 2015) (e.g., new
experimental techniques that could quantify protein levels would lead to a multitude
of models for the molecular-level dynamics of these proteins, whose predictions could
be tested experimentally).

Since mathematical immunology will continue to follow the developments in
immunology, many of the research directions in mathematical immunology that will
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become most prominent over the next 10 years will follow the main research topics in
immunology. A 2011 review article in Nature Reviews Immunology (Medzhitov et al.
2011) highlighted some of the future research directions in immunology: understand-
ing the complexities in the development and heterogeneity of macrophages, dendritic
cells and T helper cells, as well as understanding the immune processes involved in
diseases such as cancer (and their escape mechanisms). Other research directions in
immunology that are expected to become prominent in the next years will focus on the
development of new vaccines for diseases that do not usually induce robust resistance
in infected individuals (Germain 2010) or of vaccines for new infectious diseases, on
understanding of metabolic pathways in immune cell activation and quiescence (Pearce
and Pearce 2013; Pearce et al. 2013), or on understanding how the immune system is
integrated with the endocrine and nervous systems (Kourilsky 2012). Another research
direction that will likely become prominent in the next decades is the application of
nanotechnology in the field of immunology to improve treatment of various infectious
and non-infectious diseases (Smith et al. 2013). The interactions between nanoparticles
and various components of the immune system have been shown in some cases to trig-
ger undesirable effects such as immunostimulation or immunosuppression, and more
research will be necessary to improve our understanding of these interactions (Zolnik
et al. 2010). Also, the upcoming years will see immunology research attempting to
integrate the controlled environmental conditions associated with the laboratory exper-
iments, into the variable complex world outside the laboratory (Maizels and Nussey
2013), thus starting addressing questions about the evolutionary processes responsible
for observed immunogenic variation, and the importance of the environmental context
in various diseases (from parasitic infections, to autoimmunity and cancer). Therefore,
from an immunological perspective, it is expected that next decades will see the devel-
opment of new mathematical and computational models that investigate qualitatively
and quantitatively various open questions associated with these prominent research
directions in immunology.

From a more mathematical perspective, the research in the next years will likely
focus on a few directions, which will include:

(a) deciding whether to use of stochastic versus deterministic models to better
describe certain problems (Heffernan 2011), while taking into consideration the
few analytical methods available to investigate stochastic models, compared to
the large number of methods available for deterministic models;

(b) increasing the use of optimal control theory to design optimal treatment strategies
in the context of various diseases (Heffernan 2011);

(c) focusing on the trade-off between complex immunological systems and simple
models that can be validated based on existing data (Heffernan 2011);

(d) increased focus on the development and investigation of multiscale models, to
try to understand in an integrated manner the nonlinear interactions between the
different components of the immune system which act not only across different
spatial scales (from molecular, to cellular, tissue and eventually organ scales) but
also across different temporal scales (Cappuccio et al. 2015);

(e) combining mathematical approaches from evolutionary ecology and immunology
to understand the evolution of immunological responses in an environmental-
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dependent context, thus leading to the further development of the eco-immunology
field (Norris and Evans 2000; Garnier and Graham 2014; Serichantalergs et al.
2010);

(f) in the context of an increase in human infectious diseases outbreaks (Smith et al.
2014), mathematical research will see the further development and investigation
of models that link intra-host and inter-host dynamics, with particular applications
to the transmission (vector-borne and non-vector-borne) and control of existent
and emerging infectious diseases.

To conclude, we emphasise that mathematical immunology is one of the fastest
growing subfields of mathematical biology, and the forthcoming years will see this sub-
field becoming more interlinked with experimental (and eventual clinical) immunology
research.
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Appendix 1: Similarities and Differences Between the Main Mathematical
Modelling Approaches in Immunology

1. Ordinary Differential Equations (ODEs) are the most mature models. They require a shorter
simulation time and can be easily calibrated against available data. For these reasons they are
preferred to describe interactions among very large numbers of cells/molecules. ODEs can also be
investigated using a variety of mathematical techniques: from uncertainty and sensitivity analysis,
to optimal control methods, bifurcation results and existence of bounded solutions (i.e.,
biologically realistic solutions). Moreover, these types of models have been used to develop
various immune simulator platforms, such as COPASI (Hoops et al. 2006), or BioNetGen (Faeder
et al. 2009)

2. Delay Differential Equations (DDEs) incorporate various time delays in the reactions. These
models are less common in mathematical immunology compared to classical ODEs. The DDEs
are also slightly more complex to simulate numerically (compared to the ODEs)

3. Stochastic Differential Equations (SDEs) are derived from ODEs, when the reaction rates between
the components of the system are probabilistic. Computationally, these models are slightly more
complex than the ODEs. The SDEs are also more difficult to parametrise compared to the ODEs.
Also, they are less common in mathematical immunology compared to the classical ODEs

4. Fartial Differential Equations (PDEs) are more complex than the ODEs and DDEs and have started
to be used more often in the context of modelling spatial and age-related aspects of immune
processes. These models require a longer simulation time compared to the ODEs and DDEs and
cannot be calibrated very easily (especially when one has to approximate the movement rates of
cells/molecules through blood or tissues). Sensitivity analysis can also be applied to PDEs
(Kabala and Milly 1991), but this rarely happens for immunology models. Nevertheless, PDEs
can be investigated in more detail, due to a large number of analytical techniques available in the
literature
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5. Agent-Based Models (ABMs) are appealing to non-mathematicians because of the simple, logical
rules they incorporate (Chavali et al. 2008). These models can easily account for stochasticity in
immunological interactions and individual diversity in a population. However, they are relatively
difficult to parametrise. Moreover, these models are computationally very intensive and difficult to
analyse mathematically. Sensitivity analysis has been applied to these models (Kirschner et al.
2007), but the approach is still in its infancy. Since ABMs usually try to replicate the complexity
of biological systems, they have been used to construct a number of immune simulator platforms,
such as NFSim (Sneddon et al. 2011), Kappa (Danos et al. 2007), or ENISI (Wendelsdorf et al.
2011)

6.  Cellular Automata (CA) models are appealing to non-mathematicians because of the simple rules
they incorporate. The CA models are computationally intensive and more difficult to parametrise
and analyse mathematically. Sensitivity analysis could be applied to CA models (Kocabas and
Dragicevic 2006), but the approach is still in its infancy

7. Hybrid models are the most complex models, since to simulate them one has to simulate separately
their different components (i.e., ODEs, PDEs, ABMs or CA components, using specific methods
for each of these components). Therefore, they are computationally intensive. They are also the
most difficult to calibrate, since each component has to be calibrated separately using specific
methods. Optimisation techniques or sensitivity analysis are almost never applied to these types of
models

Appendix B: Glossary of Mathematical Terms

Glossary

Agent-based models (ABMs) a modelling framework to simulate the dynamics of the components of the
system (called “agents”), in discrete time and space. Agents could be individual cells or molecules.
This dynamics is described by rules, which are usually literature-derived. The agents are mobile and
can interact with other agents or with the environment. Moreover, they can update their states
independently of one another

BioNetGen a software for rule-based modelling, which allows for the development of large systems of
ODEs, and/or the development of programs that implement discrete-event Monte—Carlo algorithms for
simulating stochastic kinetics

Cellular Automata (CA) a modelling framework related to ABMs, which defines a set of rules for
updating the state of cells on a grid (this state can be “on” or “oft™)

Cellular Potts a lattice-based computational modelling framework that simulates the collective behaviour
of (some of) the components of the system (i.e., cells). It uses a set of probabilistic rules to update the
interactions among cells (i.e., cell-cell adhesion, cell signalling, cell proliferation, chemotaxis)

Complex system a system formed of numerous interconnected components, which interact with each
other. A complex system could exhibit feedback loops and emergent organisation

COPASI a modelling platform used for ODE-based modelling approaches of large systems

Deterministic a system (or a component of a system) whose behaviour is in the future is fully determined
by its current state

Eco-immunology an interdisciplinary field that combines aspects of immunology, ecology and evolution,
in an attempt to explain natural variation in immune responses

ENISI a modelling platform used for ABM-based modelling of large systems

Gillespie algorithm a type of Monte—Carlo algorithm that generates a realistic trajectory of a stochastic
system

Hybrid models models that could combine ODEs, with PDEs, ABMs or CA

Immuno-epidemiology an interdisciplinary field that combines individual (immunological) approaches
and population-level (epidemiological) approaches to investigate how differences in individual immune
responses affect the population dynamics of parasites or infectious pathogens

Integro (partial) differential models models given by equations that involve both integrals and derivatives
of functions
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Glossary

Kappa a modelling platform used for ABM-based modelling approaches of large systems

Latin hypercube method (or Latin hypercube sampling; LHS) a statistical method that generates a sample
of parameter values from a multidimensional distribution of values.

Monte—Carlo algorithms are computational methods to simulate the behaviour of a system (or
components of a system) for which stochastic fluctuations are important

NFSim a modelling platform used for ABM-based modelling approaches of large systems

Ordinary Differential Equations (ODEs) equations describing the time evolution of some variables
representing the averaged concentrations/densities for the components of the system. The models are
usually deterministic. They are appropriate to use when the spatial organisation of the components is
not important

Optimal control theory an optimisation method that leads to the selection of control policies, based on
some defined criteria. It usually reduces to finding the best value of an objective function (best in terms
of maximum or minimum), given a set of constraints.

Partial Differential Equations (PDEs) equations describing the time and (usually) space evolution of
some variables describing concentrations/densities for the components of the system. They are
appropriate to use when the spatial organisation of the components of the system is important

Principal component analysis (PCA) a statistical method that converts a set of possibly correlated
variables, into a set of uncorrelated variables called principal components. The first principal
component accounts for the most variability in the data, and the second principal component has the
second largest variance (being also orthogonal to the preceding component), etc. PCA is usually used
as a tool to explore the data

Sensitivity analysis a technique used to quantify the relation between the variation in the input parameters
and the effect on model outputs. Could be local (when one parameter is varied at a time) or global
(when variations in multiple parameters are investigated simultaneously)

Stochastic a system (or a component of a system) whose behaviour is driven by probabilistic rules. In
many stochastic models, the interaction rates between the components of the system are described by
probabilistic rules

Stochastic Differential Equations (SDEs) are derived from ODEs that incorporate probabilistic rates for
the interactions between system components

References

Adra S, Sun T, MacNeil S, Holcombe M, Smallwood R (2010) Development of a three dimensional multi-
scale computational model of the human epidermis. PLoS One 5(1):e8511

Ahrens E, Bulte J (2013) Tracking immune cells in vivo using magnetic resonance imaging. Nat Rev
Immunol 13:755-763

An G (2008) A model of TLR4 signaling and tolerance using a qualitative, particle event-based method:
introduction of spatially configured stochastic reaction chambers (SCSRC). Math Biosci 217:43-52

Andersen R, Kvistborg P, Frgsig T, Pedersen N, Lyngaa R, Baker A, Shu C, Straten P, Schumacher T,
Hadrup S (2012) Parallel detection of antigen-specific T cell responses by combinatorial encoding of
MHC multimers. Nat Protoc 7(5):891-902

Andrew S, Baker C, Bocharov G (2007) Rival approaches to mathematical modelling in immunology. J
Comput Appl Math 205:669-686

Ankomah P, Levin B (2014) Exploring the collaboration between antibiotics and the immune response in
the treatment of acute, self-limiting infections. Proc Natl Acad Sci USA 111(23):8331-8338

Antia R, Ganusov V, Ahmed R (2005) The role of models in understanding CD8%1 T-cell memory. Nat Rev
Immunol 5:101-111

Artyomov M, Lis M, Devadas S, Davis M, Chakraborty A (2010) CD4 and CDS8 binding to MHC molecules
primarily acts to enhance Lck delivery. Proc Natl Acad Sci USA 107(39):16916-16921

Bains I, Thiébaut R, Yates A, Callard R (2009) Quantifying thymic export: combining models of naive
T cell proliferation and TCR excision circle dynamics gives an explicit measure of thymic output. J
Immunol 183(7):4329-4336

@ Springer



Mathematical Models for Immunology: Current State of the Art. . . 2125

Balagopalan L, Sherman E, Barr V, Samelson S (2011) Imaging techniques for assaying lymphocyte acti-
vation in action. Nat Rev Immunol 11:21-33

Baltcheva I, Veel E, Volman T, Koning D, Brouwer A, Boudec JYL, Tesselaar K, de Boer R, Borghans J
(2012) A generalised mathematical model to estimate T- and B-cell receptor diversities using Ampli-
Cot. Biophys J 103:999-1010

Bandura D, Baranov V, Ornatsky O, Antonov A, Kinach R, Lou X, Pavlov S, Vorobiev S, Dick J, Tanner
S (2009) Mass cytometry: technique for real time single cell multitarget immunoassay based on
inductively coupled plasma time-of-flight mass spectrometry. Anal Chem 81:6813-6822

Barua D, Hlavacek W, Lipniacki T (2012) A computational model for early events in B cell antigen receptor
signalling: analysis of the roles of Lyn and Fyn. J Immunol 189(2):646-658

Basak S, Behar M, Hoffmann A (2012) Lessons from mathematically modelling the NF-xB pathway.
Immunol Rev 246(1):221-238

Bauer A, Beauchemin C, Perelson A (2009) Agent-based modelling of host-pathogen systems: the successes
and challenges. Inf Sci 179:1379-1389

Bayon L, Otero J, Sudrez P, Tasis C (2016) New developments in the application of optimal control theory
to therapeutic protocols. Math Biosci 272:34—43

Beauchemin C, Dixit N, Perelson A (2007) Characterizing T cell movement within the lymph nodes in the
absence of antigen. J Immunol 178:5505-5512

Belfiore M, Pennisi M, Arico G, Ronsisvalle S, Pappalardo F (2014) In silico modelling of the immune
system: cellular and molecular scale approaches. BioMed Res Int 2014:7. doi:10.1155/2014/371809

Bellomo N, Delitala M (2008) From the mathematical kinetic, and stochastic game theory to modeling
mutations, onset, progression and immune competition of cancer cells. Phys Life Rev 5:183-206

Bellomo N, Forni G (2008) Complex multicellular systems and immune competition: new paradigms
looking for a mathematical theory. Curr Top Dev Biol 81:485-502

Bellouquid A, de Angelis E, Knopoff D (2013) From the modelling of the immune hallmarks of cancer to
a black swan in biology. Math Models Methods Appl Sci 23:949

Bellouquid A, CH-Chaoui M (2014) Asymptotic analysis of a nonlinear integro-differential system mod-
elling the immune response. Comput Math Appl 68(9):905-914

Beltman J, Marée A, de Boer R (2009) Analysing immune cell migration. Nat Rev Immunol 9:789-798

Bianca C (2011) Mathematical modelling for keloid formation triggered by virus: malignant effects and
immune system competition. Math Models Methods Appl Sci 21(2):389

Bianca C, Chiacchio F, Pappalardo F, Pennisi M (2012) Mathematical modelling of the immune system
recognition to mammary carcinoma antigen. BMC Bioinform 13(Suppl. 17):S21

Bianca C, Delitala M (2011) On the modelling of genetic mutations and immune system competition.
Comput Math Appl 61(9):2362-2375

Bianca C, Riposo J (2015) Mimic therapeutic actions against keloid by thermostatted kinetic theory methods.
Eur Phys J Plus 130(8):1-14

Blyuss K, Nicholson L (2012) The role of tuneable activation thresholds in the dynamics of autoimmunity.
J Theor Biol 308:45-55

Boer RD, Perelson A (2013) Quantifying T lymphocyte turnover. J Theor Biol 327:45-87

Bogle G, Dunbar P (2008) Simulating T cell motility in the lymph node paracortex with packed lattice
geometry. Immunol Cell Biol 86(8):676-687

Bogle G, Dunbar P (2010) Agent-based simulation of T-cell activation and proliferation within a lymph
node. Immunol Cell Biol 88:172-179

Bonizzi G, Karin M (2004) The two NF-«xB activation pathways and their role in innate and adaptive
immunity. Trends Immunol 25(6):280-288

Borghesi L, Milcarek C (2007) Innate versus adaptive immunity: A paradigm past its prime? Cancer Res
67(9):3989-3993

Braber ID, Mugwagwa T, Vrisekoop N, Westera L, Mogling R, Boer AD, Willems N, Schrijver E, Spieren-
burg G, Gaiser K, Mul E, Otto S, Ruiter A, Ackermans M, Miedema F, Borghans J, Boer RD, Tesselaar
K (2012) Maintenance of peripheral naive T cells is sustained by thymus output in mice but not humans.
Immunity 36:288-297

Burroughs N, Lazic Z, van der Merwe P (2006) Ligand detection and discrimination by spatial relocalization:
a kinase-phosphatase segregation model of TCR activation. Biophys J 91:1619-1629

Burroughs N, Kohler K, Miloserdov V, Dustin M, van der Merwe P, Davis D (2011) Boltzmann energy-based
image analysis demonstrates that extracellular domain size differences explain protein segregation at
immune synapses. PLoS Comput Biol 7(8):¢1002,076

@ Springer


http://dx.doi.org/10.1155/2014/371809

2126 R. Eftimie et al.

Burroughs N, van der Merwe P (2007) Stochasticity and spatial heterogeneity in T-cell activation. Immunol
Rev 216:69-80

Callard R, Hodgkin P (2007) Modelling T- and B-cell growth and differentiation. Immunol Rev 216:119-129

Callard R, Yates A (2005) Immunology and mathematics: crossing the divide. Immunology 115:21-33

Canini L, Carrat F (201 1) Population modelling of influenza A/HIN1 virus kinetics and symptom dynamics.
J Virol 85(6):2764-2770

Canini L, Perelson A (2014) Viral kinetic modelling: state of the art. J Pharmacokinet Pharmacodyn
41(5):431-443

Cao P, Yan A, Heffernan J, Petrie S, Moss R, Carolan L, Guarnaccia T, Kelso A, Barr I, McVernon J,
Laurie K, McCaw J (2015) Innate immunity and the inter-exposure interval determine the dynamics
of secondary influenza virus infection and explain observed viral hierarchies. PLoS Comput Biol
11(8):e1004,334

Cappuccio A, Tieri P, Castiglione F (2016) Multiscale modelling in immunology: a review. Brief Bioinform
17(3):408-418. doi:10.1093/bib/bbv012

Carbo A, Bassaganya-Riera J, Pedragosa M, Viladomiu M, Marathe M, Eubank S, Wendelsdorf K, Bisset
K, Hoops S, Deng X, Alam M, Kronsteiner B, Mei Y, Hontecillas R (2013) Predictive computa-
tional modeling of the mucosal immune responses during Helicobacter pylori infection. PLoS One
8(9):¢73,365

Castiglione F, Piccoli B (2006) Optimal control in a model of dendritic cell trasfection cancer immunother-
apy. Bull Math Biol 68:255-274

Castiglione F, Piccoli B (2007) Cancer immunotherapy, mathematical modeling and optimal control. J
Theor Biol 247:723-732

Castillo-Montiel E, Chimal-Eguia J, Tello J, Pinon Zarate GP, Herrera-Enriquez M, Castell-Rodriguez A
(2015) Enhancing dendritic cell immunotherapy for melanoma using a simple mathematical model.
Theor Biol Med Model 12:11

Caswell H (1988) Theory and models in ecology: a different perspective. Ecol Model 43:33-44

Celli S, Day M, Miiller A, Molina-Paris C, Lythe G, Bousso P (2012) How many dendritic cells are required
to initiate a T-cell response? Blood 19:3945-3948

Chakraborty A, Dustin M, Shaw A (2003) In silico models for cellular and molecular immunology: suc-
cesses, promises and challenges. Nat Immunol 4:933-936

Chakraborty A, Das J (2010) Pairing computation with experimentation: a powerful coupling for under-
standing T cell signalling. Nat Rev Immunol 10:59-71

Chaplain M, Ptashnyk M, Sturrock M (2015) Hopf bifurcation in a gene regulatory network model: molecular
movement causes oscillations. Math Models Methods Appl Sci 25:1179-1215

Chavali A, Gianchandani E, Tung K, Lawrence M, Peirce S, Papin J (2008) Characterizing emergent
properties of immunological systems with multi-cellular rule-based computational modeling. Trends
Immunol 29(12):589-599

Chen B, Lin YP, Chuang YJ (2011) Robust Hso observer-based tracking control of stochastic immune
systems under environmental disturbances and measurement noises. Asian J Control 13(5):667-690

Chen D, Mellman I (2013) Oncology meets immunology: the cancer-immunity cycle. Immunity 39:1-10

Cheong R, Bergmann A, Werner S, Regal J, Hoffmann A, Levchenko A (2006) Transient IkappaB kinase
activity mediates temporal NF-kappaB dynamics in response to a wide range of tumor necrosis factor-
alpha doses. J Biol Chem 281:2945-2950

Cheong R, Hoffmann A, Levchenko A (2008) Understanding NF-« B signalling via mathematical modeling.
Mol Syst Biol 4:192

Chew Y, Shia Y, Lee C, Majid F, Chua L, Sarmidi M, Aziz R (2009) Modeling of glucose regulation and
insulin-signaling pathways. Mol Cell Endocrinol 303(1-2):13-24

Choo D, Murali-Krishna K, Antia R, Ahmed R (2010) Homeostatic turnover of virus-specific memory CD8
T cells occurs stochastically and is independent of CD4 T cell help. J Immunol 185(6):3436-3444

Cilfone N, Ford C, Marino S, Mattila J, Gideon H, Flynn J, Kirschner D, Linderman J (2015) Computational
modeling predicts IL-10 control of lesion sterilization by balancing early host immunity-mediated
antimicrobial responses with caseation during Mycobacterium tuberculosis infection. J Immunol
194(2):664-677

Clifone N, Perry C, Kirschner D, Linderman J (2013) Multi-scale modelling predicts a balance of Tumor
necrosis factor-o and interleukin-10 controls the granuloma environment during Mycobacterium tuber-
culosis infection. PLoS One 8(7):e68,680

@ Springer


http://dx.doi.org/10.1093/bib/bbv012

Mathematical Models for Immunology: Current State of the Art. . . 2127

Coombs D, Dushek O, van der Merwe PA (2011) Mathematical models and immune cell biology. A review
of mathematical models for T cell receptor triggering and antigen discrimination. Springer, New York

Crauste F, Terry E, Mercier I, Mafille J, Djebali S, Andrieu T, Mercier B, Kaneko G, Arpin C, Marvel
J, Gandrillon O (2015) Predicting pathogen-specific CD8 T cell immune response from a modelling
approach. J Theor Biol 374:66-82

Cumming B, McElwain D, Upton Z (2010) A mathematical model of wound healing and subsequent
scarring. J R Soc Interface 7:19-34

Currie J, Castro M, Lythe G, Palmer E, Molina-Paris C (2012) Stochastic T cell response criterion. J R Soc
Interface 9:2856-2870

Dai S, Rajam M, Curry H, Leander R, Schlesinger L (2011) Fine tuning inflamation at the front door:
macrophage complement receptor-3 mediates phagocytosis and immune suppression in Francisella
tularensis. PLoS Pathol 9(1):¢1003,114

Danos V, Feret J, Fontana W, Harmer R, Krivine J (2007) Rule-based modelling of cellular signalling. In:
CONCUR 2007—concurrency theory. Springer, Berlin, pp 1741

Davis C, Adler F (2013) Mathematical models of memory CD8* T-cell repertoire dynamics in response to
viral infections. Bull Math Biol 75:491-522

Day J, Friedman A, Schlesinger L (2011) Modeling the host response to anthrax. J Theor Biol 276(1):199—
208

de Pillis L, Gu W, Fister K, Head T, Maples K, Neal T, Murugan A, Yoshida K (2007) Chemotherapy for
tumours: an analysis of the dynamics and a study of quadratic and linear optimal controls. Math Biosci
209(1):292-315

DePillis L, Gallegos A, Radunskaya A (2013) A model of dendritic cell therapy for melanoma. Front Oncol
3:56

Dunster J, Byrne H, King J (2014) The resolution of inflammation: a mathematical model of neutrophil and
macrophage interactions. Bull Math Biol 76(8):1953—-1980

Dushek O, Aleksic M, Wheeler R, Zhang H, Cordoba SP, Peng YC, Chen JL, Cerundolo V, Dong T, Coombs
D, van der Merwe PA (2014) Antigen potency and maximal efficacy reveal a mechanism of efficient
T cell activation. Sci Signal 4(176):ra39

Eftimie R, Bramson J, Earn D (2010a) Interactions between the immune system and cancer: a brief review
of non-spatial mathematical models. Bull Math Biol 73:2-32

Eftimie R, Bramson J, Earn D (2010b) Modeling anti-tumor Thl and Th2 immunity in the rejection of
melanoma. J Theor Biol 265(3):467-480

Faeder J, Blinov M, Hlavacek W (2009) Rule-based modelling of biochemical systems with BioNetGen.
Methods Mol Biol 500:113-167

Fallahi-Sichani M, Kirschner D, Linderman J (2012) NF-« B signalling dynamics play a key role in infection
control in tuberculosis. Front Physiol 3:170

Farh KH, Marson A, Zhu J, Kleinewietfeld M, Housley W, Beik S, Shoresh N, Whitton H, Ryan R, Shishkin
A, Hatan M, Carrasco-Alfonso M, Mayer D, Luckey C, Patsopoulos N, Jager PD, Kuchroo V, Epstein
C, Daly M, Hafler D, Bernstein B (2014) Genetic and epigenetic fine mapping of causal autoimmune
disease variants. Nature 518:337-343

Fellizi F, Comoglio F (2012) Network-of-queues approach to B-cell-receptor affinity discrimination. Phys
Rev E 85:061,926

Feng Z, Velasco-Hernandez J, Tapia-Santos B, Leite MC (2012) A model for coupled within-host and
between-host dynamics in an infectious disease. Nonlinear Dyn 68:401-411

Feng Z, Velasco-Hernandez J, Tapia-Santos B (2013) A mathematical model for coupling within-host and
between-host dynamics in an environmentally-driven infectious disease. Math Biosci 241:49-55

Figge M (2009) Optimization of immunoglobulin substitution therapy by a stochastic immune response
model. PLoS One 4(5):¢5685

Figueroa-Morales N, Le6n K, Mulet R (2012) Stochastic approximation to the T cell mediated specific
response of the immune system. J Theor Biol 295:37-46

Finlay D, Cantrell D (2011) Metabolism, migration and memory in cytotoxic T cells. Nat Rev Immunol
11(2):109-117

Flegg J, Byrne H, Flegg M, McElwain D (2012) Wound healing angiogenesis: the clinical implications of
a simple mathematical model. J Theor Biol 300:309-316

Flegg J, Menon S, Maini P, McElwain D (2015) On the mathematical modelling of wound healing angio-
genesis in skin as a reaction-transport process. Front Physiol 6:262

@ Springer



2128 R. Eftimie et al.

Forys$ U (2009) Stability and bifurcations for the chronic state in Marchuk’s model of an immune system.
J Math Anal Appl 352:922-942

Francois P, Voisinne G, Siggia E, Altan-Bonnet G, Vergassola M (2013) Phenotypic model for early T-cell
activation displaying sensitivity, specificity, and antagonism. Proc Natl Acad Sci USA 110:E888-E897

Fujarewicz K, Kimmel M, Lipniacki T, Swierniak A (2007) Adjoint systems for models of cell signaling
pathways and their application to parameter fitting. IEEE/ACM Trans Comput Biol Bioinform 4:322—
335

Gadhamsetty S, Beltman J, de Boer R (2015) What do mathematical models tell us about killing rates during
HIV-1 infection? Immunol Lett 168(1):1-6

Ganeshan K, Chawla A (2014) Metabolic regulation of immune responses. Annu Rev Immunol 32:609-634

Gannon P, Wieckowski S, Baumgaertner P, Hebeisen M, Allard M, Speiser D, Rufer N (2015) Quantita-
tive TCR:pMHC dissociation rate assessment by NTAmers reveals antimelanoma T cell repertoires
enriched for high functional competence. J Immunol 195(1):356-366

Ganusov V, Boer RD (2008) Estimating in vivo death rates of targets due to CD8 T-cell-mediated killing.
J Virol 82(23):11749-11757

Garcia-Martinez K, Leén K (2010) Modeling the role of IL-2 in the interplay between CD4F helper and
regulatory T cells: assessing general dynamical properties. J Theor Biol 262(4):720-732

Garnier R, Graham A (2014) Insights from parasite-specific serological tools in eco-immunology. Integr
Comp Biol 54(3):363-376

Gerlach C, Rohr J, Perie L, Rooij NV, Heijst JV, Velds A, Urbanus J, Naik S, Jacobs H, Beltman J, Boer
RD, Schumacher T (2013) Heterogeneous differentiation patterns of individual CD8 T cells. Science
340:635-639

Germain R (2010) Vaccines and the future of human immunology. Immunity 33:441-450

Germain R, Meier-Schellersheim M, Nita-Lazar A, Fraser I (2011) Systems biology in immunology—a
computational modelling perspective. Annu Rev Immunol 29:527-585

Ghaffari A, Naserifar N (2010) Optimal therapeutic protocols in cancer immunotherapy. Comput Biol Med
40:261-270

Gillard J, Laws T, Lythe G, Molina-Paris C (2014) Modeling early events in Francisella tularensis patho-
genesis. Front Cell Infect Microbiol 4:169

Goldstein B, Faeder J, Hlavacek W (2004) Mathematical and computational models of immune-receptor
signalling. Nat. Rev. Immunol 4(6):445-456

Gong C, Linderman J, Kirschner D (2014) Harnessing the heterogeneity of T cell differentiation fate to
fine-tune generation of effector and memory T cells. Front Immunol 5:1-15. doi:10.3389/fimmu.2014.
00057

Gordon S, Taylor P (2005) Monocyte and macrophage heterogeneity. Nat Rev Immunol 5:953-964

Gross F, Metzner G, Behn U (2011) Mathematical modelling of allergy and specific immunotherapy: Th1-
Th2-Treg interactions. J Theor Biol 269(1):70-78

Halling-Brown M, Pappalardo F, Rapin N, Zhang P, Alemani D, Emerson A, Castiglione F, Duroux P,
Pennisi M, Miotto O, Churchill D, Rossi E, Moss D, Sansom C, Bernaschi M, Lefranc MP, Brunak
S, Lund O, Motta S, Lollini PL, Murgo A, Palladini A, Basford K, Brusic V, Shepherd A (2010)
ImmunoGrid: towards agent-based simulations of the human immune system at a natural scale. Philos
Trans R Soc 368:2799-2815

Hamdache A, Elmouki I, Saadi S (2014) Optimal control with an isoperimetric constraint applied to cancer
immunotherapy. Int ] Comput Appl 94(15):31-37

Hancioglu B, Swingon D, Clermont G (2007) A dynamical model of human immune response to influenza
a virus infection. J Theor Biol 246:70-86

Hapuarachchi T, Lewis J, Callard R (2013) A mechanistic model for naive CD4 T cell homeostasis in
healthy adults and children. Front Immunol 4:1-6. doi:10.3389/fimmu.2013.00366

Hawkins E, Turner M, Dowling M, van Gend C, Hodgkin P (2007) A model of immune regulation
as a consequence of randomised lymphocyte division and death times. Proc Natl Acad Sci USA
104(12):5032-5037

Heffernan J (2011) Mathematical immunology of infectious diseases. Math Popul Stud 18:47-54

Henrickson S, Mempel T, Mazo I, Liu B, Artyomov M, Zheng H, Peixoto A, Flynn M, Senman B, Junt
T, Wong H, Chakraborty A, von Andrian U (2008) T cell sensing of antigen dose governs interactive
behavior with dendritic cells and sets a threshold for T cell activation. Nat Immunol 9(3):282-291

Hoops S, Sahle S, Gauges R, Lee C, Pahle J, Simus N, Singhal M, Xu L, Mendes P, Kummer U (2006)
COPASI—a COmplex PAthway SImulator. Bioinformatics 22(24):3067-3074

@ Springer


http://dx.doi.org/10.3389/fimmu.2014.00057
http://dx.doi.org/10.3389/fimmu.2014.00057
http://dx.doi.org/10.3389/fimmu.2013.00366

Mathematical Models for Immunology: Current State of the Art. . . 2129

Hugues S (2010) Dynamics of dendritic cell-T cell interactions: a role in T cell outcome. Semin
Immunopathol 32:227-238

Huynh G, Adler F (2012) Mathematical modelling the age dependence of Epstein—Barr virus associated
infectious mononucleosis. Math Med Biol 29(3):245-261

Itik M, Salamci M, Banks S (2009) Optimal control of drug therapy in cancer treatment. Nonlinear Anal
Theory Methods Appl 71(12):e1473-e1486

Janes K, Lauffenburger D (2013) Models of signalling networks—What cell biologists can gain from them
and give to them. J Cell Sci 126:1913-1921

Johnson P, Yates A, Goronzy J, Antia R (2012) Peripheral selection rather than thymic involution explains
sudden contraction in naive CD4 T-cell diversity with age. Proc Natl Acad Sci USA 109:21432-21437

KabalaZ, Milly P (1991) Sensitivity analysis of partial differential equations: a case for functional sensitivity.
Numer Methods Partial Differ Equ 7(2):101-112

Kalos M, June C (2013) Adoptive T cell transfer for cancer immunotherapy in the era of synthetic biology.
Immunology 39:49-60

Kholodenko B (2006) Cell signalling dynamics in time and space. Nat Rev Mol Cell Biol 7(3):165-176

Kidd B, Peters L, Schadt E, Dudley J (2014) Unifying immunology with informatics and multiscale biology.
Nat Immunol 15:118-127

Kim P, Levy D, Lee P (2007) Modeling regulation mechanisms of the immune system. J Theor Biol 246:33—
69

Kim P, Levy D, Lee P (2009) Modeling and simulation of the immune system as a self-regulating network.
Methods Enzymol 467:79-109

Kim J, Ryu S, Oh K, Ju JM, Jeon J, Nam G, Lee DS, Kim HR, Kim JY, Chang J, Sproule T, Choi K,
Roopenian D, Choi E (2015) Memory programming in CD8+ T-cell differentiation is intrinsic and is
not determined by CD4 help. Nat Commun 6:7994

Kim N, Luster A (2015) The role of tissue resident cells in neutrophil recruitment. Trends Immunol 36:547—
555

Kim Y, Othmer H (2013) A hybrid model of tumor-stromal interactions in breast cancer. Bull Math Biol
75:1304-1350

Kim Y, Othmer H (2015) Hybrid models of cell and tissue dynamics in tumor growth. Math Biosci Eng
12(6):1141-1156

Kirschner D, Chang S, Riggs T, Perry N, Linderman J (2007) Towards a multi scale model of antigen
presentation in immunity. Immunol Rev 216:93-118

Kniitsdottir H, Palesson E, Edelstein-Keshet L (2014) Mathematical model of macrophage-facilitated breast
cancer cells invasion. J Theor Biol 357:184-199

Kobig J, Zarnack K, Luscombe N, Ule J (2012) Protein—RNA interactions: new genomic technologies and
perspectives. Nat Rev Genet 13:77-83

Kocabas V, Dragicevic S (2006) Assessing celllar automata model behaviour using a sensitivity analysis
approach. Comput Environ Urban Syst 30(6):921-953

Kolev M, Korpusik A, Markovska A (2012) Adaptive immunity and CTL differentiation—a kinetic mod-
elling approach. Math Eng Sci Aerosp 3(3):285-293

Kolev M, Markovska A, Korpusik A (2013) On a mathematical model of adaptive immune response to viral
infection. Numer Anal Appl 8236:355-362

Kourilsky P (2012) Systematic and systemic immunology: on the future of research and its applications.
Immunol Res 53(1-3):2-10

Krishna S, Jensen M, Sneppen K (2006) Minimal model of spiky oscillations in NF-«B signalling. Proc
Natl Acad Sci USA 103(29):10840-10845

Kronik N, Kogan Y, Vainstein V, Agur Z (2008) Improving alloreactive CTL immunotherapy for malignant
gliomas using a simulation model of their interactive dynamics. Cancer Immunol Immunother 57:425—
439

Krummel M (2010) Illuminating emerging activity in the immune system by real-time imaging. Nat Immunol
11:554-557

Lawley S, Yun J, gamble M, Hall M, Reed M, Nijhout H (2014) Mathematical modelling of the effects of
glutathione on arsenic methylation. Theor Biol Med Model 11:20

Laydon D, Bangham C, Asquith B (2015) Estimating T cell repertoire diversity: limitations of classical
estimators and a new approach. Philos Trans R Soc B 370:20140,291

Leander R, Dai S, Schlesinger L, Friedman A (2012) A mathematical model of CR3/TLR2 crosstalk in the
context of Francisella tularensis infection. PLoS Comput Biol 8(11):e1002,757

@ Springer



2130 R. Eftimie et al.

Ledzewicz U, Naghnaeian M, Schittler H (2012) Optimal response to chemotherapy for a mathematical
model of tumour-immune dynamics. J Math Biol 64(3):557-577

Lee TH, Cho YH, Lee MG (2007) Larger numbers of immature dendritic cells augment an anti-tumour
effect against established murine melanoma cells. Biotechnol Lett 29:351-357

Lee H, Topham D, Park S, Hollenbaugh J, Treanor J, Mosmann T, Jin X, Ward B, Miao H, Holden-Wiltse
J, Perelson A, Zand M, Wu H (2009) Simulation and prediction of the adaptive immune response to
influenza A virus infection. J Virol 83(14):7151-7165

Lever M, Maini P, van der Merwe P, Dushek O (2014) Phenotypic models of T cell activation. Nat Rev
Immunol 14:619-629

Linderman J, Cilfone N, Pienaar E, Gong C, Kirschner D (2015) A multi-scale approach to designing
therapeutics for tuberculosis. Integr Biol 7(5):591-609

Lipniacki T, Hat B, Faeder J, Hlvacek W (2008) Stochastic effects and bistability in T cell receptor signaling.
J Theor Biol 254(1):110-122

Liu D, Ruan S, Zhu D (2009) Bifurcation analysis in models of tumor and immune system interactions.
Discrete Contin Dyn Syst Ser B 12(1):151-168

Louzoun Y (2007) The evolution of mathematical immunology. Immunol Rev 216:9-20

Luo S, Reed M, Mattingly J, Koelle K (2012) The impact of host immune status on the within-host and
population dynamics of antigenic immune response. J R Soc Interface 9(75):2603-2613

Lythe G, Callard R, Hoare R, Molina-Paris C (2016) How many TCR clonotypes does a body maintain? J
Theor Biol 389:214-224

Macnamara C, Eftimie R (2015) Memory versus effector immune responses in oncolytic virotherapies. J
Theor Biol 377:1-9

Maizels R, Nussey D (2013) Into the wild: digging at immunology’s evolutionary roots. Nat Immunol
14(9):879-883

Malka R, Shochat E, Rom-Kedar V (2010) Bistability and bacterial infections. PLoS One 5(5):¢10,010

Malkin A, Sheehan R, Mathew S, Federspiel W, Redl H, Clermont G (2015) A neutrophil phenotype model
for extracorporeal treatment of sepsis. PLoS Comput Biol 11(10):e1004,314

Mallet D, de Pillis L (2006) A cellular automata model of tumor-immune system interactions. J Theor Biol
239(3):334-350

Mander A, Thompson S (2010) Two-stage designs optimal under the alternative hypothesis for phase 11
cancer clinical trials. Contemp Clin Trials 31(6):572-578

Mansfield J, Hoyt C, Stack E, Feldman M, Bifulco C, Fox B (2015) Imaging in cancer immunology:
phenotyping of multiple immune cell subsets in-situ in FFPE tissue sections (TUM7P.1029). J Immunol
194(1 Supplement):142.18

Marino S, Myers A, Flynn J, Kirschner D (2010) TNF and IL-10 are major factors in modulation of
the phagocytic cell environment in lung and lymph node in tuberculosis: A next-generation two-
compartmental model. J Theor Biol 265:586-598

Marino S, Cilfone N, Mattila J, Linderman J, Flynn J, Kirschner D (2015) Macrophage polarization drives
granuloma outcome during Mycobacterium tuberculosis infection. Infect Immun 83(1):324-338

Mathis D, Shoelson S (2011) Immunometabolism: an emerging frontier. Nat. Rev. Immunol. 11:81-83

Mattes J, Hulett M, Xie W, Hogan S, Rothenberg M, Foster P, Parish C (2003) Immunotherapy of cytotoxic
T cell-resistant tumor by T helper 2 cells: an eotaxin and STAT6-dependent process. J Exp Med
197(3):387-393

Medzhitov R, Shevach E, Trinchieri G, Mellor A, Munn D, Gordon S, Libby P, Hansson G, Shortman
K, Dong C, Gabrilovich D, Gabrysovd L, Howes A, O’Garra A (2011) Highlights of 10 years of
immunology. Nat Rev Immunol 11:693-702

Mentis M (1988) Hypothetico-deductive and inductive approaches in ecology. Funct Ecol 2(1):5-14

Meraviglia S, Daker SE, Dieli F, Martini F, Martino A (2011) y§ T cells cross-link innate and adaptive
immunity in Mycobacterium tuberculosis infection. Clin Dev Immunol 2011:11

Miao H, Hollenbaugh J, Zand M, Holden-Wiltse J, Mosmann T, Perelson A, Wu H, Topham D (2010)
Quantifying the early immune response and adaptive immune response kinetics in mice infected with
influenza A virus. J Virol 84(13):6687-6698

Miao H, Xia X, Perelson A, Wu H (2011) On identifiability of nonlinear ODE models and applications in
viral dynamics. SIAM Rev. 53(1):3-39

Mochan E, Swigon D, Ermentrout G, Lukens S, Clermont G (2014) A mathematical model of intrahost
pneumococcal pneumonia infection dynamics in murine strains. J Theor Biol 353:44-54

@ Springer



Mathematical Models for Immunology: Current State of the Art. . . 2131

Moreau H, Bogle G, Bousso P (2016) A virtual lymph node model to dissect the requirements for T-cell
activation by synapses and kinapses. Immunol Cell Biol 94(7):680-688

Morel P, Ta’asan S, Morel B, Kirschner D, Flynn J (2006) New insights into mathematical modelling of the
immune system. Immunol Res 36(1-3):157-165

Moskalensky A, Chernyshev A, Yurkin M, Nekrasov V, Polshchitsin A, parks D, Moore W, Filatenkov
A, Maltsev V, Orlova D (2015) Dynamic quantification of antigen molecules with flow cytometry. J
Immunol Methods 418:66-74

Mueller S, Mackay L (2016) Tissue-resident memory T cells: local specialists in immune defence. Nat Rev
Immunol 16:79-89

Murphy K (2012) Janeway’s immuno biology, 8th edn. Garland Science, London

Nag A, Monine M, Blinov M, Goldstein B (2010) A detailed mathematical model predicts that serial engage-
ment of IgE-FceRI complexes can enhance Syk activation in mast cells. J Immunol 185(6):3268-3276

Nagaraja S, Wallqvist A, Reifman J, Mitrophanov A (2014) Computational approach to characterise
causative factors and molecular indicators of chronic wound inflammation. J Immunol 192:1824—
1834

Nahum-Shani I, Qian M, Almirall D, Pelham W, Gnagy B, Fabiano G, Waxmonsky J, Yu J, Murphy S
(2012) Experimental design and primary data analysis methods for comparing adaptive interventions.
Psychol Methods 17(4):457—477

Newell E, Davis M (2014) Beyond model antigens: high-dimensional methods for the analysis of antigen-
specific T cells. Nat. Biotechnol 32:149-157

Nijhout HF, Best JA, Reed MC (2015) Using mathematical models to understand metabolism, genes, and
disease. BMC Biol 13:79. doi:10.1186/s12915-015-0189-2

Nishikori M (2005) Classical and alternative NF-x B activation pathways and their roles in lymphoid malig-
nancies. J Clin Exp Hematopathol 45(1):15-24

Norris K, Evans M (2000) Ecological immunology: life history trade-offs and immune defense in birds.
Behav Ecol 11(1):19-26

Numfor E, Bhattacharya S, Lenhart S, Martcheva M (2014) Optimal control in coupled within-host and
between-host models. Math Model Nat Phenom 9(4):171-203

Onsum M, Rao C (2007) A mathematical model for neutrophil gradient sensing and polarization. PLoS
Comput Biol 3(3):e36

Oreskes N, Shrader-Frechette K, Belitz K (1994) Verification, validation and confirmation of numerical
models in the earth sciences. Science 263(5147):641-646

Otto S, Day T (2007) A biologist’s guide to mathematical modelling in ecology and evolution. Princeton
University Press, Princeton

Pappalardo F, Pennisi M, Castiglione F, Motta S (2010) Vaccine protocols optimisation: in silica experiences.
Biotechnol Adv 28:82-93

Pappalardo F, Forero I, Pennisi M, Palazon A, Melero I, Motta S (2011) SimB16: modeling induced immune
system response against B16-melanoma. PLoS One 6(10):e26,523

Pearce E, Poffenberger M, Chang CH, Jones R (2013) Fueling immunity: insights into metabolism and
lymphocyte function. Science 342(6155):1242,454

Pearce E, Pearce E (2013) Metabolic pathways in immune cell activation and quiescence. Immunity
38(4):633-643

Perelson A, Gued;j J (2015) Modelling hepatitis C therapy—predicting effects of treatment. Nat Rev Gas-
troenterol Hepatol 12:437-445

Perley J, Mikolajczak J, Buzzard G, Harrison M, Rundell A (2014) Resolving early signaling events in
T-cell activation leading to IL-2 and FOXP3 transcription. Processes 2:867-900

Pigozzo A, Macedo G, dos Santos R, Lobosco M (2012) Computational modelling of micro abscess for-
mation. Comput Math Methods Med 2012:736,394

Pogson M, Smallwood R, Qwarnstrom E, Holcombe M (2006) Formal agent-based modelling of intracellular
chemical interactions. Biosystems 85(1):37-45

Pommerenke C, Will E, Srivastava B, Schulze A, Novoselova N, Geffers R, Schughart K (2012) Global
transcriptome analysis in influenza-infected mouse lungs reveals the kinetics of innate and adaptive
host immune responses. PLoS One 7(7):e41,169

Popper K (1965) Conjectures and refutations. Basic Books, New York

Prasad A (2012) Computational modelling of signal transduction networks: a pedagogical exposition.
Methods Mol Biol 880:219-241

@ Springer


http://dx.doi.org/10.1186/s12915-015-0189-2

2132 R. Eftimie et al.

Prokopiou S, Barbarroux L, Bernard S, Mafille J, Leverrier Y, Arpin C, Marvel J, Gandrillon O, Crauste F
(2014) Multiscale modeling of the early CD8 T-cell immune response in lymph nodes: an integrative
study. Computation 2(4):159-181

Qi S, Krogsgaard M, Davis M, Chakraborty A (2006) Molecular flexibility can influence the stimulatory
ability of receptor—ligand interactions at cell—cell junctions. Proc Natl Acad Sci USA 103:4416-4421

Qi YF, Huang YX, Wang HY, Zhang Y, Bao YL, Sun LG, Wu Y, Yu CL, Song ZB, Zheng LH, Sun Y, Wang
GN, Li YX (2013) Elucidating the crosstalk mechanism between IFN-y and IL-6 via mathematical
modelling. BMC Bioinform 14:41

Reed M, Thomas R, Pavisic J, James S, Ulrich C, Nijhout H (2008) A mathematical model of glutathione
metabolism. Theor Biol Math Model 5:8

Reed M, Nijhout H, Neuhouser M, Gregory J, Shane B, James S, Boynton A, Ulrich C (2006) A mathematical
model gives insights into nutritional and genetic aspects of folate-mediated one-carbon metabolism. J
Nutr 136(10):2653-2661

Reynolds J, Coles M, Lythe G, Molina-Paris C (2013) Mathematical model of naive T cell division and
survival IL-7 thresholds. Front Immunol 4:434

Riviere B, Epshteyn Y, Swigon D, Vodovotz Y (2009) A simple mathematical model of signaling resulting
from the binding of lipopolysaccharide with Toll-like receptor 4 demonstrates inherent preconditioning
behavior. Math Biosci 217:19-26

Romani L (2011) Immunity to fungal infections. Nat Rev Immunol 11:275-288

Rosenblum M, Way S, Abbas A (2016) Regulatory T cell memory. Nat Rev Immunol 16:90-101

Rouse B, Sehrawat S (2010) Immunity and immunopathology to viruses: What decides the outcome? Nat
Rev Immunol 10:514-526

Rykiel E (1996) Testing ecological models: the meaning of validation. Ecol Model 90:229-244

Saeki K, Iwasa Y (2010) Optimal number of regulatory T cells. J Theor Biol 263(2):210-218

Saenz R, Quinlivan M, Elton D, MacRae S, Blunden A, Mumford J, Daly J, Digard P, Cullinane A, Grenfell
B, McCauley J, Wood J, Gog J (2010) Dynamics of influenza virus infection and pathology. J Virol
84(8):3974-3983

Schnell U, Dijk F, Sjollema K, Giepmans B (2012) Immunolabeling artefacts and the need for live-cell
imaging. Nat Methods 9:152-158

Seiden PE, Celada F (1992) A simulation of the humoral immune system. In: Perelson AS, Weisbuch G
(eds) Theoretical and experimental insights into immunology. NATO ASI series, vol 66. pp 49-62

Sekar J, Faeder J (2012) Rule-based modelling of signal transduction: a primer. Methods Mol Biol 880:139—
218

Serichantalergs O, Pootong P, Dalsgaard A, Bodhidatta L, Guerry P, Tribble D, Anuras S, Mason C (2010)
PFGE, Lior serotype, and antimicrobial resistance patterns among Campylobacter jejuni isolated from
travelers and US military personnel with acute diarrhea in Thailand, 1998-2003. Gut Pathog 2:15

Shi Z, Wu CH, Ben-Arieh D, Simpson S (2015) Mathematical model of innate and adaptive immunity of
sepsis: a modelling and simulation study of infectious disease. BioMed Res Int 2015:504,259

Shou W, Bergstrom C, Chakraborty A, Skinner F (2015) Theory, models and biology. eLIFE 4:e07,158

Sinclair C, Bains I, Yates A, Seddon B (2013) Asymmetric thymocyte death underlies the CD4:CD8 T-cell
ratio in the adaptive immune system. Proc Natl Acad Sci USA 110(31):E2905-2914

Singer W (2007) Understanding the brain: How can our intuition fail so fundamentally when it comes to
studying the organ to which it owes its existence? EMBO Rep 8:S16-S19

Smith A, McCullers J, Adler F (2011) Mathematical model of a three-stage innate immune response to a
pneumococcal lung infection. J Theor Biol 276(1):106-116

Smith A, Adler F, Ribeiro R, Gutenkunst R, McAuley J, McCullers J, Perelson A (2013) Kinetics of
coinfection with influenza A virus and Streptococus pneumoniae. PLoS Pathog 9(3):¢1003,238

Smith D, Simon J, Baker J (2013) Applications of nanotechnology for immunology. Nat Rev Immunol
13:592-605

Smith K, Goldberg M, Rosenthal S, Carlson L, Chen J, Chen C, Ramachandran S (2014) Global rise in
human infectious disease outbreaks. J R Soc Interface 11:20140,950

Sneddon M, Faeder J, Emonet T (2011) Efficient modelling, simulation and coarse-graining of biological
complexity with NFsim. Nat Methods 8(2):177-183

Spreafico R, Mitchell S, Hoffmann A (2015) Training the 21st century immunologist. Trends Immunol
36(5):283-285

Stengel R (2008) Mutation and control of the human immunodeficiency virus. Math Biosci 213:93-102

@ Springer



Mathematical Models for Immunology: Current State of the Art. . . 2133

Stirk E, Molina-Paris C, van den Berg H (2008) Stochastic niche structure and diversity maintenance in the
T cell repertoire. J Theor Biol 255:237-249

Strbo N, Yin N, Stojadinovic O (2014) Innate and adaptive immune responses in wound epithelialization.
Adv Wound Care (New Rochelle) 3(7):492-501

Su B, Zhou W, Dorman K, Jones D (2009) Mathematical modelling of immune response in tissues. Comput
Math Methods Med 10(1):9-38

Sun T, Adra S, Smallwood R, Holcombe M, MacNeil S (2009) Exploring hypotheses of the action of TGF-8
1 in epidermal wound healing using a 3D computational multiscale model of the human epidermis.
PLo0S One 4(12):e8515

Sun T, Adra S, Smallwood R, Holcombe M, MacNeil S (2009) Exploring hypotheses of the actions of TGF-
bl in epidermal wound healing using a 3D computational multiscale model of the human epidermis.
PLoS One 4(12):e8515

Tan J, Pan R, Qiao L, Zou X, Pan Z (2012) Modeling and dynamical analysis of virus-triggered innate
immune signalling pathways. PLoS One 7(10):e48,114

Tan J, Zou X (2015) Optimal control strategy for abnormal innate immune response. Comput Math Methods
Med 2015:16. doi:10.1155/2015/386235

Tay S, Hughey J, Lee T, Lipniacki T, Quake S, Covert M (2010) Single-cell NF-«B dynamics reveal digital
activation and analogue information processing. Nat Lett 466:267-271

Thagard P (1988) Computational philosophy of science. The MIT Press, Cambridge

Thorne B, Bailey A, Pierce S (2007) Combining experiments with multi-cell agent-based modelling to
study biological tissue patterning. Brief Bioinform 8(4):245-257

Tian T, Smith-Miles K (2014) Mathematical modeling of GATA-switching for regulating the differentiation
of hematopoietic stem cell. BMC Syst Biol 8(1):S8

Toth A, Brézik A, Szakacs G, Sarkadi B, Hegediis T (2015) A novel mathematical model describing adaptive
cellular drug metabolism and toxicity in the chemoimmune system. PLoS One 10(2):e0115,533

van den Dool C, de Boer R (2006) The effects of age, thymectomy, and HIV infection on alpha and beta
TCR excision circles in naive T cells. J Immunol 177:4391-4401

Verdijk P, Aarntzen E, Lesterhuis W, Boullart A, Kok E, van Rossum M, Strijk S, Eijckeler F, Bonenkamp
J, Jacobs J, Blokx W, Vankrieken J, Joosten I, Boerman O, Oyen W, Adema G, Punt C, Figdor C, de
Vries I (2009) Limited amounts of dendritic cells migrate into the T-cell area of lymph nodes but have
high immune activating potential in melanoma patients. Clin Cancer Res 15:2531-2540

Villar S, Bowden J, Wason J (2015) Optimal design of clinical trials: benefits and challenges. Stat Sci
30(2):199-215

Vodovotz Y, Chow C, Bartels J, Lagoa C, Prince J, Levy R, Kumar R, Day J, Rubin J, Constantine G, Billiar
T, Fink M, Clermont G (2006) In silico models of acute inflammation in animals. Shock 26(3):235-244

Vodovotz Y, Constantine G, Rubin J, Csete M, Voit E, An G (2008) Mechanistic simulations of inflammation:
current state and future prospects. Math Biosci 217:1-10

Wang Y, Paszek P, Horton C, Yue H, White M, Kell D, Muldoon M, Broomhead D (2012) A systematic
survey of the response of a model NF-«B signalling pathway to TNFa stimulation. J Theor Biol
297:137-147

Wares J, Crivelli J, Yun CO, Choi IK, Gevertz J, Kim P (2015) Treatment strategies for combining
immunostimulatory oncolytic virus therapeutics with dendritic cell injections. Math Biosci Eng
12(6):1237-1256

Webb S, Owen M, Byrne HM, Murdoch C, Lewis C (2007) Macrophage-based anti-cancer therapy: mod-
elling different modes of tumour targeting. Bull Math Biol 69(5):1747-1776

Wendelsdorf K, Bassaganya-Riera J, Bisset K, Eubank S, Hontecillas R, Marathe M (2011) ENteric Immu-
nity SImulator: a tool for in silico study of gut immunopathologies. In: 2011 IEEE international
conference on bioinformatics and biomedicine (BIBM). IEEE, pp 462469

Williams R, Timmis J, Qwarnstrom E (2014) Computational models of the NF-«B signalling pathway.
Computation 2:131-158

Winter D, Jung S, Amit I (2015) Making the case for chromatin profiling: a new tool to investigate the
immune-regulatory landscape. Nat Rev Immunol 15:585-594

Wylie D, Das J, Chakraborty A (2007) Sensitivity of T cells to antigen and antagonism emerges from
differential regulation of the same molecular signaling module. Proc Natl Acad Sci USA 104(13):5533—
5538

Yang Q, Berthiaume F, Androulakis I (2011) A quantitative model of thermal injury-induced acute inflam-
mation. Math Biosci 229:135-148

@ Springer


http://dx.doi.org/10.1155/2015/386235

2134 R. Eftimie et al.

Yilmaz Z, Kofahl B, Beaudette P, Baum K, Ipenberg I, Weih F, Wolf J, Dittmar G, Scheidereit C (2014)
Quantitative dissection and modeling of the NF-«B p100—p105 module reveals interdependent pre-
cursor proteolysis. Cell Rep 9:1756-1769

Yoshida K, Maekawa T, Zhu Y, Renard-Guillet C, Chatton B, Inoue K, Uchiyama T, Ishibashi KI, Yamada
T, Ohno N, Shirahige K, Okada-Hatakeyama M, Ishii S (2015) The transcription factor ATF7 medi-
ates lipopolysaccaride-induced epigenetic changes in macrophages involved in innate immunological
memory. Nat Immunol 16:1034-1043

Zaitseva N, Kiryanov D, Lanin D, Chigvintsev V (2014) A mathematical model of the immune and neuroen-
docrine systems mutual regulation under technogenic chemical factors impact. Comput Math Methods
Med 2014:12. doi:10.1155/2014/492489

Zheng H, Jin B, Henrickson S, Perelson A, von Andrian U, Chakraborty A (2008) Antigen quantity and
quality determine T-cell decisions in lymphoid tissue. Mol Cell Biol 28(12):4040-4051

Zinkernagel R (2005) Immunology and immunity against infection: general rules. ] Comput Appl Math
184:4-9

Zolnik B, Gonzéles-Ferndndez A, Sadrieh N, Dubrovolskaia M (2010) Minireview: nanoparticles and the
immune system. Endocrinology 151(2):458-465

@ Springer


http://dx.doi.org/10.1155/2014/492489

	Mathematical Models for Immunology: Current State of the Art and Future Research Directions
	Abstract
	1 Introduction
	2 Models for the Molecular-Level Immune Dynamics
	3 Models for Cellular-Scale Immune Dynamics
	4 Models for Tissue-Scale Immune Dynamics
	5 Models for Multiscale Immune Dynamics
	6 Summary and Further Discussion
	6.1 The Benefits of Mathematical Immunology to Date
	6.2 Broader Applicability of Some Methods and Models
	6.3 Anticipated Future Trends

	Acknowledgments
	Appendix 1: Similarities and Differences Between the Main Mathematical Modelling Approaches in Immunology
	Appendix B: Glossary of Mathematical Terms
	References




